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Towards Process Mining on Kafka Event Streams
Maxim Vidgof1

1Vienna University of Economics and Business (WU Wien), Welthandelsplatz 1, 1020 Vienna, Austria

Abstract
Process mining is a family of techniques to analyze business processes based on the event logs produced
during their execution. While most process mining techniques rely on readily available event logs,
extracting them poses challenges and limits their availability and usability. As event-driven architecture
is gaining momentum, event streaming platforms like Apache Kafka can solve this problem. This paper
proposes an architecture that allows using Kafka both as message broker for the running process as well
as data store directly enabling process mining, including streaming process mining on the same dataset.

Keywords
Process mining, Event stream, Apacke Kafta

1. Introduction

Process mining can help organizations to monitor processes, find bottlenecks and improvement
potential. However, as information systems involved in the business processes are often backed
by relational databases without a notion of event, extracting the data in a format suitable
for process mining is challenging. With the emergence of event-driven architecture as new
state-of-the-art for building loosely coupled information systems, opportunities arise to use
event streams both for communication between the components of such systems and for process
mining simultaneously.

In this paper, a data architecture for event streams is proposed. This architecture allows to
structure event data in such way that it can be used both by automated services executing the
process as well as by process mining tools, including online process monitoring. The rest of the
paper is structured as follows: Section 2 provides the necessary background, Section 3 presents
the proposed architecture, Section 4 describes related work and Section 5 concludes the paper.

2. Background

2.1. Process mining

Process mining is a family of techniques to analyze business processes based on event logs
produced during their execution [1]. These techniques can further be divided into discovery
– extracting process models from event logs, conformance – comparing an event log with the
process model and detecting deviations, and enhancement – extending or improving an existing
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process model using information from an event log [2]. Event logs are collections of timestamped
event records of execution of work items or other process-relevant events, recorded by BPMSs
and enterprise systems such as CRM and ERP. Event logs are assumed to contain data related to
a single process, and each event in the log must refer to a single process instance or case as well
as to an activity. Events can also contain additional information such as resource or cost.

While process mining techniques rely on event logs, extracting them from the information
systems supporting the process is not trivial. If a process is orchestrated by a BPMS, event data
can be easily extracted in the right format [3]. In other cases, however, the only source of data
are relational databases, whose primary task is to store the output of process activities rather
than events themselves. Moreover, the unique case identifier that is required may not be stored
across all systems, and in some cases business processes cannot have a single case identifier,
which led to emergence of object-centric process mining [4].

2.2. Streaming Process Mining

Streaming process mining refers to a set of techniques and tools dealing with processing
streaming event data [5]. As opposed to other process mining techniques that analyze static
event logs, streaming process mining captures and analyzes events as they happen, in near-real
time. Typical use cases include conformance checking to immediately detect violations and
counteract timely, as well as process discovery. A major complication in streaming scenario lies
in the limited amount of computational resources, especially memory, making impossible to
employ traditional process mining techniques relying on complete event logs. Instead, different
techniques like sliding window, problem reduction, offline (pre-)computation as well as hybrid
approaches are applied, leading to efficient processing at the cost of data completeness.

2.3. Event Sreaming and Apache Kafka

Event streaming is the practice of capturing data in real-time from different sources in form
of streams of events, storing these streams durably for later retrieval, processing and reacting
to these streams in real-time and retrospectively, as well as routing these events to specified
destinations [6]. Event streaming allows to loosely couple different systems by using a pub/sub
model. Apache Kafka1 is an event streaming platform allowing to publish and subscribe to
streams of events, store them durably and process them as they occur or retrospectively.

An event in Kafka has a key, value, timestamp and optional metadata. The events are organized
and stored in topics. A topic can have multiple producers and multiple consumers. In contrast
to traditional messaging systems, the events are not deleted after consumption. This allows
multiple consumers to process the events at their own pace, as well as read the entire topic
from the beginning. For each topic, the retention period after which the events are deleted can
be set. Importantly, this retention period can also be set to infinity, allowing for permanent
storage of events. To allow for scalability, topics are split into partitions, which are scattered
across multiple brokers. Events with the same key are always written to the same partitions,
and Kafka guarantees the order preservation for the events in the same partition.

1https://kafka.apache.org
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3. Proposed Architecture

This section presents the architecture for a Kafka-based system supporting process mining.
Section 3.1 gives an overview of the system architecture. Section 3.2 describes the topic archi-
tecture, i.e. how events are split into topics. Section 3.3 describes the proposed serialization
format of events in Kafka. Section 3.4 discusses the role of a BPMS in the proposed architecture,
and Section 3.5 explains how process mining can be performed.

3.1. Overview

The proposed system architecture is shown in Figure 1. The central element is the Kafka
event streaming platform that connects the other components. Importantly, Kafka serves as a
communication backbone for the Services responsible for executing the tasks in the process.
Depending on the environment where such system is deployed, there might already be a BPMS
present, in which case it also should communicate with Kafka. Essentially, Kafka serves as the
single source of truth for all traditional process mining components and for streaming process
mining, which might have different data requirements.

Kafka Process mining

BPMS
Services

Services
Services

Streaming process
mining

Figure 1: Proposed architecture.

3.2. Topic Architecture

In Kafka, event streams are stored in topics. The number and semantics of the topics is not
predefined and should be selected according to the domain specifics. This consideration is
crucial since Kafka only guarantees order preservation for events within one partition of the
same topic. Thus, the events that need strict order, e.g. events within one case, should be stored
in one partition. This is achieved by assigning the same key to all these events, e.g. a case ID. In
this section, four strategies are proposed.

Case ID as topic. In this case, for each case that has started, a new topic has to be created in
the broker. All further events referencing this case ID should be sent to this topic. Consumers
should regularly poll the broker for new topics and subscribe to new topics that appear. Each
case topic should have only one partition to ensure the event order within the case. Such
architecture would, however, suffer from a number of other issues. First, the existing system
supporting the process will have to be re-designed to accommodate for the new topics. Also,
having such number of topics will introduce unnecessary overhead, especially as the number of
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old inactive topics grows. Finally, while such architecture is very much oriented on traditional
event logs with single case ID, object-centric logs are not supported.
Activity as topic. This architecture most closely resembles known microservice best prac-

tices. Each microservice (or other system) responsible for a task writes the corresponding
events in its topic. The events are later picked up by the services relying on them. Case IDs
can be used as event keys, allowing for simple partitioning. For object-centric processes, the
object ID of some object involved in the activity can be used. A benefit of such strategy is the
minimality of change necessary in the system if it already followed event-driven architecture.
In the ideal case, the system can remain untouched (except the schema update, see Section3.3)
and additional consumers can be seamlessly added. Events having the same key (case or object
ID) will benefit from consistent partitioning and total order within partitions. A downside of
such system is, however, the partial view that every topic would have on the execution. The
streams will have to be aggregated (using Kafka Streams API or processing outside of Kafka),
and event correlation will be crucial. However, it might be solved with the event keys and
timestamps provided by Kafka producer or broker.

Process as topic. Another approach is to store all events related to one business process in
one topic. Case IDs will be used as keys for the traditional processes. The keys for the processes
with no case ID are subject to discussion, however, it is reasonable to use the ID of some object
and perform event correlation outside Kafka. The activity label must be included in the event
value, and the consuming services will not only have to monitor the right topic but also make
sure to only process events with the correct activity label. A clear benefit is that this setting
is the closest to the desired output event log. Each topic will simply contain all executions
of a process and can almost directly be used in process mining. A downside is the additional
overhead on the (micro-)services that will have to process all events and filter them based on
the activity label.

Single topic. A variation of the previous strategy, which can be especially useful in scenarios
where borders of business processes are unclear. In this case, all events are put into the same
topic. The event key for partitioning has to be defined using domain knowledge. A benefit of
such strategy is the simplicity of implementation, as it only minimally uses Kafka as a universal
message broker. However, in this setup the (micro-)services will suffer from even more filtering
overhead. In addition, such single topic can quickly become a data swamp, especially if infinite
retention is selected.

3.3. Serialization Format

Kafka itself is schema-less and stores the events as raw bytes, however, it is good practice to
use common data exchange formats like JSON2 , protobuf3 or Avro4 . In process mining, on the
other hand, XES5 and OCEL [7] are accepted standards. XES is used for exchanging event logs
having a case ID, and uses XML as serialization. However, recently JXES [8] was proposed to
support serialization of XES event logs in JSON. OCEL is used for event logs not having a single

2https://www.json.org/
3https://protobuf.dev/
4https://avro.apache.org/
5https://xes-standard.org/
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case ID, it offers JSON serialization6 included in the standard (along with the XML and SQLite
variants).

This paper proposes using JXES and OCEL JSON as the event formats. It must be noted that
OCEL objects cannot be stored in the event streams but rather will have to be reconstructed
from the events that created or referenced used them at the event log construction stage.

The payload, or the value of the events should contain all the necessary event attributes. For
the traditional logs, it is recommended to store at least concept:name, case ID attribute and
time:timestamp of the producing application. While some of the attributes can be inferred
from Kafka events depending on the chosen topic architecture, it improves the readability and
unifies the approach regardless of the topic architecture. Note that the case ID on the event level
has no standard attribute in XES, thus a custom one, e.g. caseid has to be used. Additional
attributes should be stored in the same way as in XES event logs. For the object-centric processes,
in addition, the referenced objects with their IDs and relevant attributes must be included in
the event value. While not all of the stored attributes are necessary for the services processing
the events, e.g. case ID, such services should be configured to simply copy these attributes to
their output events.

3.4. Role of a BPMS

The proposed architecture can be used both in conjunction with a BPMS as well as without it.
It can be distinguished between the following deployment scenarios.

BPMS-centric. In these scenarios, BPMS plays a central role in orchestrating a process. The
events have a single case identifier, and external services are heterogeneous, requiring not only
event-driven communication but also other methods, such as REST, Long polling and Java API.
In these scenarios, a BPMS indeed serves as a single source of truth for process mining, and it
would be challenging to meaningfully extract the process data from other sources. However,
the events can be constantly extracted from the BPMS into Kafka to enable streaming process
mining with minimal system changes.

BPMS-aided. If a BPMS is used to orchestrate a fully-automated process with event-driven
services, this theoretically means both the BPMS and Kafka can be used as the primary event
store. However, it may be still beneficial to use the proposed event serialization format and
topic architecture to off-load data extraction tasks to Kafka. In addition, such scenarios can
profit from streaming process mining if the proposed architecture is used.
No-BPMS. For other scenarios, where no BPMS is present, the proposed architecture be-

comes crucial for enabling process mining. If the process is composed of loosely coupled
(micro-)services and systems, having a unified source of data is the only alternative to the com-
plicated and error-prone process of extracting and correlating events (with possibly incomplete
information) from heterogeneous internal storages of the respective systems.

3.5. Process Mining

Infinite retention allows to use Kafka both as message broker for the automated services as
well as storage for historic data. The proposed architecture directly enables process mining on

6https://www.ocel-standard.org/specification/formats/json/
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event streams. The last component that is needed for this is a Kafka consumer that connects
to the respective topic(s) and extracts the events. If activity as topic architecture is chosen,
this component also has to order the events using the timestamps provided by Kafka. The
extraction of events is straightforward due to the standardized serialization format in the
event streams. It must be noted that object-centric event logs might require additional event
correlation efforts. The extracted event logs can be easily output as XES or OCEL logs or directly
used by a (streaming) process mining tool.

4. Related Work

Apache Kafka has been used in projects related to various topics such as process mining,
digital twins, IoT, and software development. However, these projects merely use Kafka as a
middleware to exchange data between components. To the best of the author’s knowledge,
no paper shows explicit considerations about the format of the data and the strategy of using
Kafka topics.

[9] uses Kafka as middleware for communication between components of a Digital Twins
Cloud Platform. In [10], Kafka is a crucial part of a distributed architecture for real-time
monitoring of Roll on/ Roll off (RoRo) terminals. This architecture combines Apache Kafka,
Apacke Spark7 and ProM8 platforms to perform process mining on the events recorded by the
terminals. Kafka is used to transport the event logs in format of streams of events from their
source – RoRo terminals – to Apache Spark cluster responsible for the online processing of
the events. While it is mentioned that the data source are XES event logs and that the ProM
framework is used for process mining, the exact specifics of the data exchange format and
schema are not provided.

[11] proposes a framework that applies event streaming to environmental data. A major
difficulty in this domain is the incompatibility of data producers and data consumers due to
different data formats. The framework solves this problem by using Kafka Connect APIs to
receive data from heterogeneous sources and perform lightweight transformations to bring
the data into unified format and prepare them for further processing. In [12], Kafka is used
to collect events from a CI/CD pipeline of an application. These events are then transformed
and output in a format suitable for process mining. [13] presents an IoT-enriched event log
for process mining research in smart factories. It uses Kafka to collect additional data from
the machines in the smart factory. This data together with the domain ontology is then used
to enrich the log produced by the Workflow Management System. It enabled correcting the
timestamps and reconstructing unrecorded events.

Camunda process orchestration platform has already developed own Kafka connectors9

and provides examples of using them for process automation [14]. More broadly, [15] shows
how a workflow engine can be used with event streaming platform. However, also here no
recommendation on data architecture is provided.

7https://spark.apache.org/
8https://promtools.org/
9https://docs.camunda.io/docs/components/connectors/out-of-the-box-connectors/kafka/
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5. Conclusion

Process mining can help organizations gain insights into their processes and find improvement
potentials. Data extraction, however, poses significant difficulties as not all systems supporting
business processes store the data in a format suitable for process mining. With the advent
of event-driven architecture, where event streams are used to communicate between loosely
coupled components, these difficulties can be solved by using data architecture suitable for
process mining.

In this paper, a system architecture is proposed that uses Kafka event streams both as a
platform for communication between systems responsible for the execution of a business
process (e.g. BPMS, ERP systems and automated (micro-)services) and as a data storage for
online and offline process mining. To this end, this paper proposes data architecture for Kafka
topics, event serialization format, and a process mining component connecting the system to
state-of-the-art process mining tools and techniques. In addition, it discusses the possible role
of a BPMS in such setting.

Future work involves implementing the proposed architecture as well as evaluating its
usefulness in simulated and real-life business processes.
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Towards the Usage of Object-Aware Process Variants
in Multiple Autonomous Organisations
Philipp Hehnle1,*, Manfred Reichert1,*

1Institute of Databases and Information Systems, Ulm University, Germany

Abstract
Managing similar software products and thereby reducing costs has been subject to research in the field
of Software Product Line Engineering (SPLE). In our previous work, we applied the concepts of SPLE
to activity-centric processes. Although research was conducted to manage variants of object-aware
processes, there are still open challenges. In this paper, we address the challenge of managing object-
aware process variants in autonomous organisations, which run their information systems separately.

Keywords
Business Process Management, Process Configuration, Process Variability, Software Reuse

1. Introduction

As a result of the right to self-administration, various German municipalities use slightly different
digitised variants of the same business processes [1]. Existing approaches for managing process
variants focus on the control flow rather than on the implementation level, i.e. in a process
model, fragments may be added, moved, or removed [2] and gateways may be restricted (e.g.
an OR gateway may be restricted to an AND gateway) [3]. To reduce costs when developing
similar software products, the discipline of Software Product Line (SPL) Engineering emerged
[4]. An SPL comprises a set of common core software artefacts from which individual software
products may be derived, i.e. be configured by selecting and combining the software artefacts
[5][6]. In our previous work [1], we applied the concepts of SPL Engineering to activity-centric
process management to benefit from the advantages (e.g. reduced costs) in that a process-aware
information systems may be derived from a set of software artefacts including a process model by
selecting different implementations for the activities of that process model. Thereby, it is possible
to derive various process-aware information systems with varying activity implementations.

Frequently, in activity-centric process management, data objects are under-specified. Besides,
activity-centric process management lacks flexibility as users must not carry out activities in
varying sequences. In contrast, data-centric process management [7] is a paradigm specifying
unstructured or semi-structured processes in which data and processes are coupled tightly and
the progress of a process is driven by data. The object-aware process management approach [8]
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implements the data-centric process management paradigm. There are object types and their
corresponding object behaviours. The latter are specified in terms of lifecycle processes which
comprise states and state transitions. At runtime, the object types are instantiated with their
lifecycle processes. Activities with user forms are generated when a state is reached in which
data is required and activities are completed (i.e. the process continues) when the required data
becomes available (i.e. the user has entered the object attributes). Thus, the progress of a lifecycle
process is data-driven and determined by changes of the object attributes. PHILharmonicFlows
is a framework for object-aware process management. In [9], [10], and [11], an object-aware and
process-aware information system (OPAIS) is presented as a proof-of-concept implementation of
PHILharmonicFlows. While there have been approaches dealing with variants in activity-centric
processes, only little research covers variants in OPAISs. The work in [12] deals with variants
in one OPAISs. However, the same process can be operated in variants in different autonomous
organisations that run their OPAIS separately. The management of process variants in separate
OPAISs remains an open challenge, which is addressed in this paper.

2. Related Work

This section presents an approach to deal with variants in OPAISs as well as core concepts of
SPL Engineering.

In [12], an approach is presented for coping with process variants in OPAISs. At design time,
when evolving a process in an OPAIS (e.g. adding or removing attributes from an object or
updating a lifecycle process) the changes are logged rather than propagated to the process in
production. As soon as the changes need to be deployed to production, the logs created during
design time can be replayed, i.e. propagating the changes to production. When developing
various variants of a process, the base process containing the commonalities is copied by
replaying the corresponding logs. Each copy of the base process is the starting point for a
variant where the variant-specific changes are applied to. When the base process is altered, the
changes can be applied to all variants by replaying the logs triggered by the changes to the base
process. Certainly, this approach facilitates the development of variants and the propagation
of common changes. However, the approach neglects that autonomous organisations that
run process variants will most likely have physically independent hardware/OPAIS instances.
Therefore, the logs need to be distributed among various OPAIS instances. Furthermore, the
approach assumes that each variant is used once. However, multiple organisation might use the
same variant each on their separate OPAIS instance. The logs should not be copied but referenced
so that changes to a variant can be performed centrally and applied to all organisations that use
the same variant. Moreover, an organisation might use a combination of variants instead of
creating a new variant from scratch or use an outdated version of a variant while the variant
has been updated centrally, i.e. different versions of a variant might be in production. During
bug analysis, it becomes necessary to rebuild a specific version of a variant of an organisation.

Feature models [13] describe software products in terms of their features by outlining which
features are mandatory, optional, and which features require or exclude each other.

Configuration management in SPL Engineering [14] deals with managing the versions of the
common core artefacts as well as the derived software products over time. In contrast, version
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control tools for configuration management in software engineering only manage one software
product over time. In [15], a Divide & Conquer approach for configuration management is
proposed that divides the challenge in sub-challenges and solves them with the use of existing
version control tools from software engineering.

3. Research Direction

This section presents an approach to deal with variants in OPAIS of autonomous organisations.
First, a real-world example is described which serves as motivation. Then, requirements are
elicited based on the example. Finally, an approach satisfying these requirements is sketched.

Application

Car

+licensePlate
1..n

+companyName
+commercialRegisterNo. Car

Rejected

Accepted

Object Types
Object Lifecycle Processes

DecisionFilled in

Application

Rejected

Accepted
DecisionFilled in

Figure 1: Object-Aware Process

During a cooperation with German munic-
ipalities, the process for checking the spe-
cial parking permit application of craftsper-
sons was studied. This process is pictured in
a slightly adapted and simplified form com-
pared to our previous work [1]. In German
municipalities craftspersons may apply for a
special parking permit which allows them to
park in zones of the city where citizens have to pay or where parking is not permitted. The
object-aware process for checking this application is depicted in Figure 1. The applicant must
provide information about her company and the company’s cars for which the parking permit
shall be valid (cf. object types on the left-hand side). On the right-hand side, the lifecycle
processes for the object types are shown. Different municipalities might need adaptions to the
base process (cf. Figure 1) which results in variants. Some municipalities might require the
applicant to submit pictures of the cars to prevent issuing parking permits for private cars. In
other municipalities, information about the cars is not required at all. Then, the parking permit
is valid for whatever car it is situated in. German municipalities are autonomous organisations,
which run their information systems separately.

Based on the example, the requirements are deduced for managing variants in OPAISs of
autonomous organisations.

R1: Each organisation must be able to select a combination of adaptions in conjunction with
the base process and build (i.e derive) a process variant.

R2: Multiple organisations may derive the same process variant.
R3: Adaptions need to be managed centrally in that changes to them can be propagated easily

to all process variants that are using these adaptions.
R4: Not every combination of adaptions may be valid. It needs to be evident what adaptions

exclude each other.
R5: As the base process and the adaptions evolve, not every organisation may want to apply

the updates.
R6: For bug analysis, it needs to be evident which organisation uses which version and

adaptions of the base process in order to rebuild and analyse the corresponding variant.

Using concepts of SPL Engineering, namely feature models [13] and the Divide & Conquer
approach for configuration management proposed in [15], it becomes possible to satisfy the
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requirements. The base process and every adaption are stored as logs each in a central repository
under version control. Thereby, changes due to the evolution of the base process and the
adaptions can be applied centrally. Every organisation has a configuration that stores the
version of the base process and the selected adaptions. During derivation, the referenced logs
are fetched and replayed in the organisation’s OPAIS instance. As each repository is under
version control, older version of the logs can be used which allows the organisations to stay
on older versions of the variants. Furthermore, for bug analysis, the configuration of each
organisation is under version control as well. Consequently, to analyse a bug a specific version
of a variant of an organisation can be restored and inspected. Figure 2 is an example for
configuration management and shows the repositories and their version history over time.
It reveals that Adaption 1 in Version V2 uses log L3 to remove the object type Car, whereas
Adaption 2 in Version V1 uses log L1 to add the object type Picture. Obviously, Adaptions 1 and
2 cannot be co-selected as the picture object type needs a car object type it belongs to, which
is removed in Adaption 1. Figure 3 imposes the base process with its adaptions in a feature
model, which indicates that Adaptions 1 and 2 are mutually exclusive. Furthermore, Figure
2 represents the evolution of the base process model (viz. three versions) and the exemplary
repository of one organisation, which stores a configuration (Config. A) to derive a process
variant by specifying that the base process in version V2 and Adaptation 1 is selected.

4. Conclusion and Outlook

This paper deals with managing variants in OPAISs in that multiple autonomous organisations
may derive process variants from a base process by selecting and combining adaption to the
base process whereas different versions of both the base process and the adaptions may be used.
Consequently, there may be a variety of process variants and versions that need to be tracked.
This work presents an approach that applies concepts of SPL Engineering to OPAIS variants in
order to keep track of the process variants and their versions.

In future work, we plan to assemble a tool chain that is able to automatically derive and
keep track of process variants in OPAIS by using, extending, and integrating tools from SPL
Engineering, and, where necessary, creating new tools. Furthermore, black-box-activities [9]
implementing business logic as well as customised forms (i.e. opposed to generated forms) need
to be considered in the future.
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Simulating Event Logs from Object Lifecycle
Processes
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Abstract
Process Mining leverages event data to discover, analyze, and optimize business processes. Consequently,
the availability and quality of event logs is crucial for the applicability as well as the development of
process mining algorithms. However, obtaining such event logs from real-world scenarios is limited and
costly. In this paper, we present an approach for simulating event logs from object lifecycle processes.
Overall, the approach is capable of simulating event logs for object lifecycle processes that may be used
to validate process mining algorithms.

Keywords
Event Log Simulation, Object-centric Processes, Object Lifecycle Processes, Flexibility

1. Introduction

Processmining is becomingmore andmore important for enterprises, as it provides a transparent
and data-driven view on operational workflows while also offering insights into inefficiencies,
bottlenecks as well as possible compliance issues. In general, process mining leverages event data
to discover process models, check the conformance between models and event logs, or enhance
the model [1]. In real-world scenarios, such event logs are often unavailable, inappropriate, or
costly to obtain, consequently hindering the development and testing of new process mining
algorithms [2].

In other domains, simulation provides a possible solution towards this problem by substituting
or complementing real-world with simulated data [3, 4, 5].

In object-centric scenarios, the behavior of objects is defined in terms of object lifecycle
processes. At runtime, however, objects may deviate from the behavior specified in object
lifecycle processes due to flexibility [6]. Such deviations may include removing or adding both
states and steps as well as executing them in a different order. Consequently, the simulation of
event logs must account for such flexible behavior to ensure that the event logs are comparable
to their real-world counterparts.

Overall, the simulation of event logs from object lifecycle processes presented in this paper
facilitates the application and testing of process mining algorithms in object-centric scenarios
by providing suitable event logs.
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The paper is structured as follows: Section 2 introduces object lifecycle processes. Section 3
describes the approach for simulating event logs. Section 4 evaluates the presented approach,
and Section 5 discusses related work. Finally, Section 6 summarizes the paper and provides an
outlook.

2. Fundamentals

In object-centric processes, the behavior of objects is specified in terms of a state-based object
lifecycle process. Fig. 1 depicts the object lifecycle process for object Submission. An object
lifecycle process comprises the states of the object as well as state transitions (see states Edit,
Submit, Rate, and Rated in Fig. 1). Each state, in turn, comprises several steps (see Exercise,
E-Mail, and Files in State Edit in Fig. 1) defining which object attributes are required before
completing a state and transition to the next one. Note that we also support predicate steps to
enable different execution paths through the object lifecycle process.

SubmitSubmitEditEditExercise : RelationExercise : RelationExercise : Relation

E-Mail : StringE-Mail : StringE-Mail : String

Files: FileListFiles: FileListFiles: FileList

Points: NumberPoints: NumberPoints: Number

ObjectObject

AttributesAttributes

Lifecycle 
Process
Lifecycle 
Process

StateState

StepStep

Backwards TransitionBackwards Transition

TransitionTransition
External TransitionExternal Transition

SubmissionSubmission
E-MailE-Mail FilesFilesExerciseExercise

RateRate

PointsPoints

RatedRated

Automatic TransitionAutomatic Transition

Figure 1: (simplified) Object Lifecycle Process Object Submission

During process execution, multiple objects (of the same or different type) may exist, and
their instances are dynamically generated [7]. For each of these objects, their different object
behavior may be observed on both the state level (i.e., how does an object change between its
states), and the step level (i.e., how is data provided). Tab. 1 summarizes the guided, tolerated,
and deviating behavior on both granularity levels.

On the state level, guided behavior corresponds to the object reaching its end state without
returning to a previous state using a backwards transition. Tolerated behavior, in turn, includes
backwards transitions. Deviating behavior on the state level is associated with skipping states
(i.e., non-reachable) or reaching states not specified in the object lifecycle process model.

On the step level, guided behavior is observed if the steps of a state are provided in the
order specified by the object lifecycle process. Tolerated behavior, in turn, only requires that all
steps are provided (i.e., the order is not relevant). Deviating behavior on the step level includes
skipping steps (i.e., not providing certain attributes) or providing additional steps in a particular
state of the object lifecycle process model.
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Table 1
Object Behavior on state and step level [8]

Level Behavior Description

State
Guided The end state is reached without following any backwards transitions.
Tolerated The end state is reached, but backwards transitions were chosen.
Deviating The lifecycle transitions to a non-reachable or unspecified state during its execution.

Step
Guided All steps of a lifecycle state are provided according to the pre-specified order.
Tolerated All steps have been filled prior to state completion.
Deviating Steps have been skipped or additional steps have been added.

3. Event Log Simulation

The event log simulation must be capable of simulating guided, tolerated, and deviating behavior
on both the state as well as the step level (see Tab. 1). To be more precise, simulated event
logs must be able to represent all 3 behaviors regarding the state as well as the step level. Due
to their well-defined syntax and replay capabilities, we decided to represent object lifecycle
processes in terms of Petri nets [9].

3.1. Object Lifecycle Process Representation

We enable the simulation of different behavior by representing each object lifecycle process
as two Petri nets. One of these Petri nets corresponds to the guided behavior. In other words,
this Petri net only allows for the object lifecycle process to be executed exactly as modeled.
The other Petri net represents the tolerated behavior by allowing for additional (tolerated)
behavior. This behavior includes, for example, providing object attributes in an order different
from the one specified by the object lifecycle process model, while also ensuring that all required
attributes are provided. The representation of object lifecycle processes in terms of Petri nets
enables the application of token-based simulation on both nets.

Figs. 2 and 3 depict two Petri nets generated for state Edit of object Submission (see Fig. 1).
In a nutshell, we represent guided behavior by accounting for the sequence in which steps (and
states) are modeled in the object lifecycle process, whereas we allow for tolerated behavior
using an AND-split syntax within the state. Note that, we only depict the guided and tolerated
nets for state Edit of object Submission, however, we concatenate the guided and tolerated Petri
nets for each state to represent the state level and include backwards transitions if necessary.

Exercise 

Files

Edit to 
Submit

E-Mail

Figure 2: Guided Petri Net State Edit

Exercise 

Files

Edit to 
Submit

E-Mail

Figure 3: Tolerated Petri Net State Edit
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3.2. Trace Generation

After representing object lifecycle processes, we generate traces for individual objects. Alg. 1
describes the generation of traces in pseudocode. First, we check which transitions are enabled
by the Petri net and check if the current marking equals the final marking. If not, we randomly
choose an enabled transition, add it to the trace, and execute it. This updates the current
marking. The trace generation terminates if no more enabled transitions exist, or the final
marking is reached. In the latter case, the trace is added to the list of traces. Otherwise, the trace
is discarded. This is repeated while the counter is smaller than the number of requested traces.
In other words, we apply a token-based simulation in which tokens are propagated through the
Petri net and the transitions passed are recorded as events in the event log. In a post-processing
step, deviating behavior may be introduced to the generated event log by adding or removing
corresponding events (i.e., writing (additional) attributes or transitioning to (additional) states).

Algorithm 1 Trace Generation
Require: PetriNet ▷ guided or tolerated net
1: visitedTransitions = []
2: marking ← copy(initialMarking)
3: while True do
4: if not semantics.enabled_transitions(PetriNet, marking) then
5: Break
6: end if
7: enabledTransitions ← semantics.enabled_transitions(PetriNet, marking)
8: if marking == finalMarking then
9: Break

10: else
11: transition ← randomElement(enabledTransitions)
12: end if
13: if transition.label is not None then
14: visitedTransitions.append(transition)
15: end if
16: marking ← semantics.execute(transition,PetriNet,marking)
17: end while
18: if marking = finalMarking then
19: allVisitedTransitions.append(visitedTransitions)
20: counter ← counter +1
21: end if

4. Evaluation

The evaluation of the presented approach for simulating event logs from object lifecycle pro-
cesses is two-fold. First, we implemented a proof-of-concept prototype capable of simulating
event logs from object lifecycle processes and applied it to two different scenarios (E-learning
and Recruitment). Second, we checked the conformance of the simulated event logs with the
models used for their generation and calculated resulting fitness values using alignments [8, 10].
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On a scale from 1 (perfect fitness) to 0 (bad fitness), fitness measures to which degree a model
allows for the behavior recorded in an event log. The proof-of-concept prototype as well as the
event logs simulated during the evaluation are publicly available1.

4.1. Conformance Checking

For every object in both the e-learning and recruitment scenario, we simulated 18 event logs
(i.e., one log per possible configuration), each comprising 100 traces. In total, this results in 198
event logs from 11 different objects.

Tab. 2 describes the conformance categories into which the simulated traces are categorized
for object Submission [8].

The event logs simulated for guided behavior configuration show the respective behavior
in 100% of cases. Moreover, the event logs generated for the tolerated behavior show guided
behavior in 17% of the cases and tolerated behavior in 83 % of cases. The inclusion of guided
behavior within tolerated behavior is intended, as it generalizes guided behavior. Regarding
deviating behavior (i.e., skipping or adding states and steps) all traces simulated with the
respective configuration are correctly simulated with deviations.

Table 2
Categorization of Simulated Event Logs for Object Submission

Guided Log Tolerated Log Deviating Log
Guided Behavior 100 % 17 % 0%
Tolerated Behavior 0% 83 % 0%
Deviating Behavior 0% 0% 100%

We further checked conformance of the simulated event logs regarding the state (i.e., how
does the object instance change states?) and the step level (i.e., how are attributes written?). On
the state level, this allows further verifying the deviations (e.g., additional states, unspecified
backwards transitions, or state changes not allowed by the object lifecycle process model).
We checked the conformance between the object lifecycle process model and the event logs
simulated with additional states as well as steps in every trace on both the state and step level
individually (see Tab. 3). In other words, the event log contained deviations on both the state
and step level. Note that we only show the results for state Edit of object Submission for brevity.

Table 3
Object Submission on State and Step level

State Level Step Level (State Edit)
Average Fitness Value % of traces Average Fitness Value % of traces

Guided Behavior 0.31 0 % 0.46 0 %
Tolerated Behavior 0.58 0 % 0.67 0 %
Deviating Behavior NA 100 % NA 100 %

Overall, the approach for generating event logs from object lifecycle processes is capable of
reproducing all possible behavior based on the specification selected in the proof-of-concept
implementation.
1https://cloudstore.uni-ulm.de/s/M4AmamPLWZHniZ6

Breitmayer et al.: Simulating Event Logs from Object Lifecycle Processes

18



5. Related Work

The approach presented in this paper is related to the generation of event logs.
[11] presents the PURpose-guided Log gEnerator (PURPLE) capable of generating event logs

conforming to a process model (i.e., a BPMN model or Petri net), including noise (i.e., skipping,
adding, or reordering events). In contrast, the presented approach considers granularity and
uses data-driven object behavior specified in object lifecycle process models as input.

[12] introduce the Data Aware event Log Generator (DALG) that can generate event logs from
a Petri net. DALG offers several capabilities for temporal constraints and writing variables,
however, no capabilities regarding deviations in the event logs are available.

The Straightforward Petri Net-based Event Log Generation plugin available in ProM [13]
generates event logs based on Petri nets using token-based simulation. In contrast to the
presented approach, it does not differentiate between guided and tolerated behavior and does
not generate deviating event logs.

Event log generation in the context of Internet of Things devices is presented in [2]. A Petri
net is used to generate guided event logs as well as event logs containing noise. In contrast to
the presented approach, different granularity levels are not supported.

[14] can generate event logs from BPMN models and is available in the process mining
framework ProM. The presented approach leverages data-driven object lifecycle processes
rather than activity-centric BPMN models.

Other approaches leverage relational databases to generate event logs based on the data
available in the database [15]. In this approach, a case table with a unique case ID has to be
chosen. Users then recommend other tables that could provide additional events. These tables,
however, have to contain the case ID as foreign keys. The approach presented in this paper
can produce guided, tolerated and deviating behavior on both state and step level and it may
generate event logs of different objects as well as multiple instances of each object.

6. Summary & Outlook

This paper presented an approach for simulating event logs from object lifecycle processes,
while considering the behavior of objects on both the state and the step level. The approach
is capable of simulating guided, tolerated, and deviating object behavior and document the
behavior in event logs using multiple Petri nets derived from object lifecycle processes. It has
been evaluated using a publicly available proof-of-concept implementation which has been
successfully applied to simulate event logs from different scenarios. Event logs simulated
using the presented approach reliably conform with the specification set out, facilitating the
development and testing of new process mining algorithms by providing suitable event logs for
a variety of scenarios. In future work, we plan to extend the approach in multiple directions.
First, we want to incorporate coordination constraints between objects of different types (i.e.,
object A may only reach state 𝑆𝐴 if object B is in state 𝑆𝐵). Second, the actual object attribute
values documented in the event log are currently generic placeholders. We plan to replace
them with more realistic, process-specific values. Finally, we plan to provide the event logs in
additional formats (e.g., OCEL [16] or XES [17]) instead of the currently used CSV-format.
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Clounaq - Cloud-native architectural quality
(Tool Demonstration)

Robin Lichtenthäler

Distributed Systems Group, University of Bamberg, An der Weberei 5, 96047 Bamberg, Germany

Abstract
Implementing cloud-native applications can be complex and challenging due to the breadth of the topic.
A possibility to evaluate potential impacts from architectural characteristics on quality attributes could
support the development and evolution of cloud-native applications. This work describes the Clounaq
approach which aims to provide such a possibility. With the Clounaq tool software architectures can be
modeled and evaluated based on a quality model which describes relationships between architectural
characteristics and multiple quality aspects.

Keywords
cloud computing, cloud-native, quality evaluation, architectural model

1. Introduction

Cloud-native as a term has established itself in academia [1] and industry1 for describing applica-
tions and tooling that take advantage of the characteristics of modern cloud environments [2, 3].
However, cloud-native covers a broad range of aspects impeding a clear and commonly accepted
understanding of the term. Nevertheless, many benefits are associated with cloud-native. Thus,
our motivation is how developers can be supported in developing software in a cloud-native
way. Regarding the type of applications, our focus is on enterprise applications [4], that means
web applications implemented by organizations to serve their customers or to satisfy internal
need. Furthermore, our approach is focused on the design time. Although we acknowledge
that an unambiguous measurement of the quality of an application is only possible at runtime,
we argue that evaluations should be possible at design time already. When potential impacts
of certain architectural characteristics on quality aspects can be evaluated and investigated at
design time, problems can be avoided early on and an application can be designed according to
cloud-native concepts from the beginning.

Our support for designing and evaluating applications is provided in the form of 1) A quality
model that structures design-time architectural characteristics of cloud-native applications
according to higher level quality aspects, and 2) a web-based tool which enables the modeling
and evaluation of software architectures based on the quality model. We named our approach
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Clounaq which is short for Cloud-native architectural quality. After a short overview of the
quality model, we specifically present the implementation in this work. While working on it,
several challenges had to be considered which we list here in a structured way:

C1 Choosing a modeling approach and a suitable level of abstraction
C2 Including support for the integration with other approaches and tools
C3 Presenting information on modeling options and evaluation results in a meaningful way
C4 Handling the complexity of both the quality model and the architectural models
C5 Ensuring modifiability and extensibility of the tool

These challenges shaped the implementation of the approach and are the reasons for certain
design decisions. Throughout this work we refer back to theses challenges to highlight their
causes or how they influenced the implementation. In section 2 we present the idea behind and
the current state of the quality model. This serves as a foundation for the presentation of our
tool in section 3, before we conclude our work in section 4.

2. Cloud-native Quality Model

The quality model for cloud-native software architectures2 provides the conceptual foundation
for our approach. Its initial formulation is based on literature [5] and parts have been validated
empirically based on a survey [3]. In essence, the quality model includes quality aspects
which represent higher level quality attributes, product factors which represent architectural
characteristics whose prevalence in an architecture can be measured, and impacts which describe
how the presence of a product factor impacts different quality aspects. An exemplary factor
is Service replication which captures the characteristic of replicating service instances across
infrastructure entities. A replication of service instances is considered to have a positive impact
on Time-behaviour, because requests can be served from replicas closest to the respective client.
And it is considered to have a positive impact on Availability, because even if one instance
becomes unavailable, another replica can still serve requests.

To now evaluate an application based on this product factor, the extent of replication needs
to be measurable. Therefore measures are used which can quantify characteristics of an applica-
tion at a specified level of abstraction (C1). The values of measures are interpreted through
evaluations. For the example of service replication service replication level (based on [6]) is a
measure that quantifies the average level of service replication. A possible evaluation for this
could be that a value of 1 means no replication and therefore no impact on availability and
time-behaviour. And a value between 1 and 3 could mean a low replication and thus a slightly
positive impact on availability and time-behavior.

This is merely one example from the quality model. Because it tries to cover the breath of
the topic of cloud-native applications and multiple quality aspects in combination, the quality
model itself has a certain complexity (C4). Furthermore, the quality model is not completely
specified yet regarding the quantitative measures and evaluations. The aim is to develop the
model further together with the tool based on the application of our approach to different use
cases.
2https://r0light.github.io/cna-quality-model/
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3. Clounaq Tool

The Clounaq tool3 is the implementation of our quality evaluation approach. An overview of its
main parts is provided in fig. 1 which is discussed more in detail in the following subsections.

clounaq.de

core

represent

mapping

entities
- dynamic properties
- relationships

qualitymodel
- model specification
- measure implementation

tosca-adapter

tosca extension

visualizes

qualitymodel

uses

uses

evaluation

based on

modeling

TOSCA

model

Import/
Export

Figure 1: The internal design of the clounaq tool and corresponding views.

3.1. Functionality

The three main parts of the tool are accessible through different tabs (see right side of fig. 1):
QualityModel TabThis tab shows the quality model as described in section 2 with all product

factors and quality aspects. Because of the complexity of the model (C4), it is possible to filter
the shown quality aspects by their common high-level aspects or by different implementation
aspects. Furthermore, to tackle C3, when a factor is selected, additional information is presented
in a details section and related literature is linked.

Modeling Tab(s) For each created or imported software architecture model a new modeling
tab is added. Therefore it is possible to work on multiple models at the same time. The
initial modeling prototype which is now integrated in this tab was presented by Dürr and
Lichtenthäler [7]. In that work, we also considered different modeling options (C1) and decided
to build on the TOSCA standard [8] because of its extensibility. Therefore we created a TOSCA
profile that defines the different entity types required to model architectures of cloud-native
applications and to evaluate them. With the decision for TOSCA it is in general possible to
import models created with our tool also in other tools (C2) which support the TOSCA standard
(e.g. Winery [9]). Currently, only an import and export for our TOSCA extension and for a
custom JSON format is supported, but a mapping to formats of Infrastructure as Code (IaC)

3https://clounaq.de
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tools could also be implemented. The modeling itself uses a graphical notation taking into
account principles [10] for clarity and understandability (tackling C3). Additionally, also for the
architectural models filters are available for temporarily focusing only on certain entities (C4).
Evaluation Tab In this tab, an architectural model can be selected for evaluation. For the

product factors the values of specified measures are calculated and interpreted based on specified
evaluations. With these evaluations, in turn, the quality aspects are evaluated and the results
are presented with details so the user can comprehend their calculation (C3). Furthermore,
either the perspective of product factors or of quality aspects can be selected (C4).

3.2. Implementation

The tool is implemented as a Single Page Application (SPA) using Typescript and Vue.js. It
runs entirely in the browser of the user and does not have an additional backend. This design
is intentional to simplify hosting (it is currently hosted using Github Pages) and support the
reproducibility of our approach. Accordingly, it is open source and available at Github4, meaning
that it can also be modified according to own needs (C5). Internally, the application is structured
in four main parts represented by folders underneath src (see also fig. 1): In core, the entities
are implemented as plain classes, but with a flexible properties attribute that is filled based on the
underlying TOSCA extension. Therefore, properties can be specified only in TOSCA and the tool
automatically adopts them. Furthermore, the quality model is specified in plain JSON and can be
modified as such (C5) with changes being reflected in the tool. In qualitymodel, the quality
model tab is implemented, solely depending on the specification of the model in core. Similarly,
evaluation includes the code for the evaluation tab, depending solely on the code in core to
evaluate a System entity based on the specified quality model and implemented measures and
evaluations. Finally, modeling provides the modeling tab implementation based on JointJS. For
each entity, a diagramming shape is specified and the properties editor dynamically includes
the properties of each entity type.

3.3. Development Roadmap

The tool is in active development. While the modeling functionality and the visualization of the
quality model are considered done, the evaluation functionality is being worked on: Specifically,
additional measure calculations need to be defined and implemented. Where applicable, this
also means additional properties need to be added to entities so that measures can be calculated.
Finally, the evaluation tab should display all such relevant information in a structured way (C3).

4. Conclusion

This work presents the current state of the tool. However, it is refined in parallel with the
overall approach. The tool enables the practical application of the approach, so that it can be
tested and improved. Through quality evaluation results, useful features or required changes
for the tool are uncovered. We therefore expect an ongoing development of both the approach
and the tool when applying them to use cases, as we plan to do in future work.
4https://github.com/r0light/cna-quality-tool
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How good are you? An empirical classification
performance comparison of large language models
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Abstract
The release of ChatGPT has led to an unprecedented surge in the popularity of generative AI-based Large
Language Models (LLMs) among practitioners. These models have gained traction in business processes
due to their ability to receive instructions in natural language. However, they suffer from hallucinations,
which are generated texts that are factually incorrect. The issue of hallucinations also arises in text
classification tasks, such as customer support ticket classification or intent classification for chatbots.
In such scenarios, the user prompts the model to classify an incoming text into predefined categories.
Furthermore, in real-world scenarios, it is common to encounter texts that do not fit into the predefined
categories and it is unclear if current state-of-the-art LLM are capable of handling such scenarios and
how they compare to existing classifiers that focus on these situations. In this paper, we propose a way
to evaluate the classification performance of LLMs in an Open Set Recognition (OSR) scenario, where
unseen classes can occur at inference time. The simulation consists of an empirical comparison between
GPT4 and Gemini Pro, two state-of-the-art language models, and established OSR classifiers. The results
would provide insights into how reliable large language models are for classification purposes and if
they can replace existing OSR classifiers that typically require a decent amount of labelled data.

Keywords
Large Language Models, Open Set Recognition, Classification

1. Introduction

Since the release of ChatGPT in November 2022 [1], the adoption of Large Language Models
(LLMs) in businesses has experienced significant growth [2]. Especially the ability to use natural
language to interact with these models has allowed practitioners with little programming
knowledge to harness the power of such systems in their daily operations. However, utilising
LLMs comes at the risk of factually incorrect generated texts, also known as hallucinations [3].
Often, these hallucinations are undesired and, for example in the intent classification used in
chatbot interactions, they might negatively impact customer service quality and potentially
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harm the company’s reputation. This highlights the need of a robust system that is not only
able to classify the customer intent correctly, but also detects out-of-distribution questions and
replies accordingly. The functionality of a system that rejects out-of-distribution data points
and classifies known patterns into existing categories has been widely studied under the term
Open Set Recognition (OSR) [4]. In particular, deep learning based OSR classifiers, such as
the OpenMax [5] or the DOC [6] algorithm, have shown an increased performance on OSR
classification tasks [7]. Similarly, the zero- [8] and few-shot [9] abilities of LLMs have also been
leveraged to solve theses tasks. Due to the fast paced advancements in the realm of LLMs, it
is unclear from a practitioner’s point of view how well state-of-the-art LLMs with zero- and
few-shot strategies compare to established solutions from OSR, and how reliable they are in a
production setting. This ultimately leads to the question of which approach to choose and how
they compare against each other. In this work, we plan to provide not only insights into the
classification accuracy but also into the ability to reject unknown instances by conducting an
empirical analysis between these two research areas. We thereby give guidance for practitioners
and an updated benchmark for the current state-of-the-art LLM classification performance.

2. Related Work

Generative Pre-trained Transformer (GPT) models represent a paradigm shift in Natural Lan-
guage Processing (NLP) [10]. While these LLMs are typically pretrained in a self-supervised, task
independent manner, they are known to be very good at NLP tasks, even without fine-tuning
[11]. To use these models for classification tasks one can either fine-tune the model or use zero-
and few-shot techniques for in-context-learning. Fine-tuning involves adjusting the weights of
a pre-trained model for a particular task and, given a large dataset, supersedes the classification
performance of zero- and few-shot strategies [12]. In contrast, zero- and few-shot learning
methods utilise the capability of Large Language Models (LLMs) to categorise new data points
effectively, even when they have encountered none or only a minimal number of examples from
a specific class. Typically, zero- and few-shot strategies are combined with prompting strategies,
such as ”Chain of Thought” [13] and ”Clue And Reasoning Prompting” [14], to further enhance
the classification performance. Despite these strategies, Kocoń et al. [15] and Caruccio et al. [16]
have demonstrated that the zero- and few-shot capabilities are worse than supervised machine
learning models for classification tasks. In their analysis, however, they assumed a closed set
scenario, which is an unrealistic assumption.

A more realistic scenario than traditional classification is Open Set Recognition [4]. It allows
for unknown classes during inference and the classifier has an additional option to reject data
points as unknown. If the incoming data point is not rejected as unknown, the classifier classifies
the data point into a known class. Among the first OSR models were adapted Support Vector
Machines [17, 18]. With the rise of neural networks, Bendale and Boult [5] reformulated the
final softmax layer to also estimate the probability of a data point being out-of-distribution.
Similarly, Shu et al. [6] use a one-versus-rest classification layer to reduce the misclassifications
in the open space, while Oza and Patel [19] utilise an autoencoder and its reconstruction loss to
determine if a data point is novel.
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3. Proposed Approach

To compare the performance of LLMs versus Open Set Recognition classifiers, we plan to setup
an empirical evaluation as illustrated in Figure 1.

Training
Data

Validation
Data

Test
Data

Random Selection
of KKCs and UUCs

Hyperparameter-
tuning

Evaluation
on F1 Score

Repeat 10 times for each openness scenario

LLM

OSR

Figure 1: Machine learning workflow to compare conversational LLMs with OSR classifiers.

For our experiments, we will use four different text classification datasets. These datasets
include the 20 Newsgroups dataset [20], the Yahoo! Answers dataset [21], the CLINC150 dataset
[22] and the BANKING77 dataset [23]. While the first dataset consists of news articles and the
second questions-answer pairs of certain categories, the last two represent intent classification
tasks. All datasets have at least ten different classes or categories, based on which we will
simulate an open set scenario. We follow the data splitting procedure of Geng et al. [7] to select
the known and unknown classes for the open set simulation and repeat each simulation ten
times to derive statistically meaningful results. Furthermore, we plan to exclude 0, 10, 20 and
30 % of all available classes from training and evaluate the classification for each scenario on
the f1 score. The f1 score is a commonly used metric in classification problems, measuring the
harmonic mean between precision and recall. However, in OSR scenarios, the unknown classes
are typically not considered as an additional class when calculating the f1 score [7]. That is why
we additionally distinguish between the f1 score classification performance on the known and
unknown classes, providing further insights into the applicability of LLMs for open scenarios.
In terms of conversational LLMs, we plan to use two state-of-the-art models, GPT4 [24] from
OpenAI and Gemini Pro [25] from Google, with zero-shot and few-shot prompt configurations.
When using a zero-shot configuration, we provide the LLM with only the category name and
description, while in a few-shot setting, we also include examples of each category. Currently,
it is not possible to create a custom, fine-tuned model from both of these two models. We
then compare the results to the classification performance of the OpenMax [5] and DOC [6]
classifiers. To speed up the training process of both OSR classifiers, we first transform the
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incoming texts into meaningful embeddings using the most advanced text embedding provided
by OpenAI [26] and then train a shallow neural network on the retrieved embeddings. The
shallow neural network integrates either the OpenMax or the DOC architecture.

4. Conclusion

Generative AI models for text generation like ChatGPT have proven to be useful in a variety of
tasks. In particular, they can be tasked to classify an incoming text into predefined categories.
In this paper, we propose a study design, which compares the classification performance of
state-of-the-art LLMs with existing classifiers for Open Set Recognition. The results of this study
provide insights into the reliability of conversational LLMs and if they are a viable alternative
for traditional classification systems.
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A BPMN Profile for Test Case Execution Visualization
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Abstract
Testing executable business processes, e.g., developed in BPMN 2.0 or WS-BPEL, is an important task
within development projects. However, this task is labor-intensive due to the amount and scale of
interactions of a test framework (e.g., BPELUnit) with the process under test. We want to help testers to
debug test case failures by visualizing the test run information as a BPMN diagram. We developed a
visual, BPMN-based notation for visualizing test runs, implemented a generation from BPELUnit test
suites and execution logs to the newly defined format, and applied this in an industrial project. While
no thorough validation has yet been performed, early results indicate better understandability of our
notation compared to raw test logs.

Keywords
BPMN, Test Case, Visualization, Profile, BPELUnit

1. Motivation

Testing executable business processes is an important task in many digitization projects: errors in
critical business processes are a huge risk for reputation and income of organizations. Therefore,
unit testing, e.g., with BPELUnit [1], is often one activity to improve functional quality.

However, analyzing failing unit tests in executable business processes is often difficult,
because they integrate many partners that potentially are performing activities in parallel. As
such, test case logs containing successfully executed and failed activities alongside passed input
and output messages become large and are hard to analyze. While test frameworks indicate
which activity failed, further analysis is often required to pinpoint the underlying problem. This
is especially true, when test cases are generated, e.g, by using combinatorial test design [2, 3]
because errors in the test case configuration are more likely than with manually written tests.

We developed an approach to generate BPMN models, which help developers and testers to
easier analyze failed test cases. It builds upon a test case subset for BPMN [4] and uses colors
and documentation to make test case execution information better accessible.

This paper starts with a presentation of related work (section 2). Afterwards, the generation
approach and underlying meta models are presented in section 3, which are implemented in
a prototype application (section 4). At the end, a small validation in an industry project is
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presented in section 5. Finally, conclusions are drawn and outlook on future work is made
(section 6).

2. Related Work

Visualizing test cases has been a research area of interest for quite some time. For example,
Cornelissen et al. [5] visualized execution traces of unit tests with UML Sequence Diagrams to
help developers better understand the inner workings of software systems.

But visualization is not only concerned with the test execution per se but also with its results.
For example, Opmanis et al. [6] plotted test result data over time, and Dzidic [7] performed a
case study visualizing metrics of software tests as dashboards in the financial sector.

However, more similar to the goals of this research, studies have been concerned with
visualizations to better detect faults: Jones et al. [8, 9] used coverage information for visualizing
which parts of the software have been covered by which test cases. Similar work has been
done by Koochakzadeh & Garousi [10]. They visualized dependencies in the program under
test on class dependencies and implemented this as an Eclipse plug-in. Wes et al. [11] plotted
test executions as Multivariate Visualizations to cluster test cases and ease reasoning about
successfully implemented scenarios.

Existing tooling can also be used to present more data to testers. For example, there is a tool
for the Camunda BPMN engine 1 to visualize test coverage metrics as a graphical overlay over
the process.

3. Definition, Meta Model and Generation

A BPMN Test Execution Visualization is a BPMN model that shows all activities executed or
supposed to be executed during a test run, which conforms to the following constraints (derived
from the constraints for model-driven testing of executable business processes [12]):

1. It shows test case execution in a BPMN model,
2. it uses uncollapsed pools for each logical party in the test case plus one collapsed pool

for the process under test,
3. it only uses the following BPMN elements: tasks (user, service), events (catch/throw

message, timer), and gateways (parallel),
4. its message flows must originate or terminate at the collapsed pool for the process under

test,
5. it shows the status of each activity by color: red (error), yellow (interrupted), and green

(okay),
6. it contains additional diagnostic information in the BPMN elements’ documentations,

e.g., received and sent message payload.

Figure 1 shows the relevant excerpts of the BPELUnit, BPELUnit log, and BPMN meta models
required for generation of the BPMN models: A test case execution is mapped to one BPMN

1https://github.com/camunda-community-hub/camunda-process-test-coverage
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Figure 1: Meta Model and Generational Data Flows for Test Suite Information

collaboration diagram. Every mocked service, i.e., partner is represented by a pool. The process
under test itself is represented by a collapsed pool. This means that this visualization technique
will treat the process under test as a black box in contrast to other visualizations, e.g., those for
test coverage.

If a mock sends a one-way message, a message throw event is added to its pool, if it receives
a one-way message, a message catch event is added. If it initiates a two-way message exchange,
a service task is added, and if it waits for a two-way message exchange a message catch event is
added followed by a message throw event. If the mock waits for a specified duration, a timer
event is added, and parallel branches within a partner is represented with parallel gateways.
Because BPELUnit is block-structured, it is easy to also add the merging parallel gateway.
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4. Prototype Implementation

Within this section we shortly describe some design considerations for the prototype application,
which contains as much functionality as required for trying it in the industry project (see
section 5). The prototype is available at https://github.com/dluebke/bpelunit-viz.

4.1. Targeted Tool Chain

Because we want to use colors for denoting tasks’ error status, we were required to settle
on one tool, because colors are not standardized in the diagram interchange format of the
BPMN 2.0 specification. We settled on the Camunda Modeler because it allows us to show the
documentation in a comparatively large text area in a side pane. Thus, developers can easily
select BPMN elements of interest and directly see exchanged information.

4.2. XML Processing

We used Java’s DOM and XPath API to read elements and attribute values from the BPELUnit
log. We have planned to add the processing of the BPELUnit test suite itself as described above.
However, the prototype does not yet resolve the original operation name as foreseen in the
concept.

Internally, all metamodels are represented by model classes (BPELUnit, BPELUnit Log, BPMN
2.0). BPMN 2.0 can be serialized via custom serializers for the model classes.

4.3. Layouting

The resulting layout of a test case visualizaton is illustrated in Figure 2.
Because developers want to use the generated BPMN diagrams without further effort, we

were required to layout the diagrams as well. We simply layouted all flow nodes in a pool
horizontally. This approach works reasonably well because the diagrams contain no loops, few
gateways, and are mostly sequential.

To reduce the average length of message-flows and number of line-crossings and thereby
making the diagram easier to comprehend, we ordered the pools based on the number of
contained flow nodes (events, tasks and gateways): The pool representing the process under
test is placed in the middle. The pool containing the most flow nodes is placed on top of it, the
pool with second most flow nodes is placed below it. The ordering progresses by adding the
pools descendingly sorted by the number of contained flow nodes on top and below already
layouted pools.

Some tuning was required due to the the large amount of message-flows and pools: Because
nearly all task had straight vertical message flows to the process-under-test pool, most message
flows overlapped. We resolved this problem by slightly offsetting the horizontal starting point
within each pool.
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Figure 2: Example and Explanation of the Layout

Figure 3: Development Process in the Industrial Project using CTD Test Generation

5. Evaluation: Application in Industry Project

For addressing quality concerns, Terravis [13] — a Swiss large-scale process integration platform
— has invested much in efforts for improving testing. Due to many changes to its BPEL pro-
cesses [14], extensive unit and integration tests based on BPELUnit [1, 15] have been developed.
Especially, with the generation of such tests with Combinatorial Test Design (CTD) [2, 3] many
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tests need to be debugged until the development of the generated test suites is completed.
Similarily, after extending processes newly introduced bugs needed to be identified and tests
adjusted.

Figure 4: Generated BPMN test case visualization shown in Camunda Modeler with XML payload and
assertion information in the right-hand property pane.

The project has so far used the visualization for 25 of its processes that are covered by CTD
tests executed with BPELUnit. The largest BPELUnit log file is 48 MB large containing 328 test
cases. The log file size is mainly influenced by the (large) XML messages being exchanged in
the covered process. The visualization thus reduces the cognitive load required by developers
because it filters out payload information initially although allowing users to access it via the
elements’ documentation as shown in Figure 4.

Feedback by developers was positive and they indicated that the visualization helped them to
diagnose problems. However, further validation is required.

6. Conclusion and Outlook

In this paper we presented a way to visualize test cases for executable business processes and
their executions as BPMN models. The proposed algorithm has been implemented in a tool
and successfully applied in an industrial case. Consequently, BPMN can be used as a single
language to model the business processes, model or visualize test cases (depending on the
testing approaches), and visualize test execution results.

In future work we like to further validate the approach by conducting surveys and experiments
for comparing log-based analysis with analysis performed using our models with regard to
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effectiveness of finding and fixing problems in test cases and executable business processes.
We also made the prototype implementation publicly available so that everyone can use it

and perform such studies with us or independently. We are happy to collaborate with others
concerning research into optimizing the testing of executable business processes!
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Pascal Schiessle1, Yusuf Kirikkayis1 and Manfred Reichert1
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Abstract
Integrating the Internet of Things into Business Process Management has gained traction for several
years to improve smart applications (e.g., smart homes, Industry 4.0). Different frameworks have been
proposed to integrate IoT in all stages of the BPM lifecycle. However, current frameworks lack proper
support for dealing with issues related to error handling, like sensor faults, fallback strategies, and
redundancies. Therefore, it has to be assessed to what extent error handling should be included in
the abstraction layer of IoT-aware processes to increase both robustness and reliability. This paper
discusses five research questions on the challenges regarding the integration of error handling in existing
frameworks throughout the BPM lifecycle.

Keywords
BPM, IoT, Error handling, IoT-aware business processes

1. Introduction

The Internet of Things (IoT) is an important part of digitization in the personal space, like
smart homes or connected cars, as well as in the industrial space with Industry 4.0 and smart
logistics. These complex systems combine a wide range of IoT devices to form highly automated
systems, relying on sensors for collecting data from the physical world (e.g., temperature, air
quality, humidity) as well as actuators (e.g., motors), for altering the physical world by either
mechanical motion (e.g., movement or rotation) or environmental changes (e.g., light, humidity,
pressure) [1, 2]. Utilizing data generated from IoT devices can improve IoT-aware business
processes (BP) [3, 4]. Integrating IoT devices into Business Process Management (BPM) systems
shows the potential of merging both areas [5, 6]. BPM is a paradigm to model, implement,
execute, monitor, and analyze business processes [7]. Providing support for IoT capabilities in
BPM systems can enhance the awareness of the physical world by connecting the digital to
the physical world via IoT devices along the entire BPM life-cycle. Besides optimized business
processes and better decision-making, the added IoT capabilities can be used to automate physical
tasks, like turning on/off lights or tracking the location of physical devices [6]. Modeling IoT-
aware business processes has been extensively studied in literature [2]. In this paper, we consider
five research questions to assess the extent of IoT-related errors in an IoT-aware business process.
Besides understanding common IoT errors, the goal is to investigate different strategies on
how to include error handling into IoT-aware business processes to provide a set of recovery

16th Central European Workshop on Services and their Composition, 2024, Ulm, Germany
Envelope-Open pascal.schiessle@uni-ulm.de (P. Schiessle); yusuf.kirikkayis@uni-ulm.de (Y. Kirikkayis);
manfred.reichert@uni-ulm.de (M. Reichert)
Orcid 0000-0002-0793-4178 (P. Schiessle); 0000-0001-6536-0785 (Y. Kirikkayis); 0000-0003-2536-4153 (M. Reichert)

© 2024 Copyright for this paper by its authors. Use permitted under Creative Commons License Attribution 4.0 International (CC BY 4.0).
CEUR
Workshop
Proceedings

http://ceur-ws.org
ISSN 1613-0073 CEUR Workshop Proceedings (CEUR-WS.org)

S. Böhm and D. Lübke (Eds.): 16th ZEUS Workshop, ZEUS 2024, Ulm, Germany, 29
February–1 March 2024, published at http://ceur-ws.org

mailto:pascal.schiessle@uni-ulm.de
mailto:yusuf.kirikkayis@uni-ulm.de
mailto:manfred.reichert@uni-ulm.de
https://orcid.org/0000-0002-0793-4178
https://orcid.org/0000-0001-6536-0785
https://orcid.org/0000-0003-2536-4153
https://creativecommons.org/licenses/by/4.0
https://ceur-ws.org
https://ceur-ws.org
 http://ceur-ws.org


strategies, and to study the effects these strategies have on the business process. We developed a
holistic framework - BPMNE4IoT - for modeling, executing, monitoring, and logging IoT-aware
processes [5]. The framework can already detect faulty sensors and actuators and visualize
them in the BPMNE4IoT monitoring tool. However, the IoT-aware processes that can be built
with our framework have not yet matched the needed resilience regarding IoT errors. More
research is needed to not only detect, but also to cope with a wide range of errors, like failing
sensors, sensor drifts, and stuck actuators. Considering the research questions presented in this
paper, we plan to investigate possible improvements to the BPMNE4IoT framework to increase
its resilience.
The paper is structured as follows. Section 2 outlines the overall problem statement and

provides a real-world example. In Section 3, we define a set of research questions, that need
to be answered in the context of the above problem statement. In 4, we present related work.
Finally, Section 5, presents a summary and an outlook.

2. Problem Statement

Error handling is a multi-phase problem. Besides modeling, systems should be able to cope
with errors during IoT-aware process execution. Here, we focus on approaches based on the
combination of BPMN with IoT, however, other modeling approaches (e.g., Petri-nets or state
machines) do exist. BPMN 2.0 does not provide the tools and notation to design IoT-aware
processes [3, 5]. By introducing a holistic framework, i.e. BPMNE4IoT for modeling, executing,
monitoring, and logging IoT-aware processes, the involved IoT devices can be incorporated with
the business process. However, the framework contains a limited set of features to increase the
robustness and reliability of IoT-related errors. We want to illustrate this based on the BPMN
model, depicted in Figure 1.

Figure 1: An example of an IoT-aware business process

In this scenario, different IoT-related errors may occur. To illustrate these errors, we focus on
two scenarios—a faulty robot, which is an IoT object, comprising different types of sensors and
actuators, and a faulty light barrier. For example, the robot might malfunction and refuse to
start in step 3 of the IoT-aware process depicted in Figure 1. Currently, the process will be stuck
forever in this step until a worker intervenes and manually handles the malfunction, alerted by
the monitoring. Depending on the specific robot, calibrating or restarting the robot may fix the
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error, however, this is often not supported by BPM systems, like BPMNE4IoT, which we use as
an example. Here, an IoT device could include strategies to handle common errors automatically
and report their state (e.g., re-calibration, restarting). Depending on the domain, this might
decrease the amount of human intervention and the time consumed to treat the malfunction.
Note that there might also be life-threatening errors. In a second scenario, we consider the

effects of a malfunctioning light barrier. When the robot is working on a piece and is standing
still, waiting for a workpiece to cool down, the worker might believe the robot has finished its
task and walk into the security zone. If the light barrier does not trigger, the robot is not aware
of the human in range which could harm him significantly.
From these two scenarios we may conclude, robustness and reliability concerns need to be

investigated for IoT-aware processes. Moreover, process execution opportunities to increase
safety, reduce downtime, and increase availability.

3. Research Questions

Although BMPNE4IoT [5] offers a promising approach to model IoT devices in IoT-aware
business processes, further research is needed. Currently, faulty sensors can be represented in
the execution stage of the BPMN4IoT pipeline. However, BPMNE4IoT has not yet considered
robustness and reliability issues regarding IoT devices. We plan to investigate if including IoT
devices down to the hardware is the appropriate abstraction level for IoT-related error handling.
Furthermore, we need to assess in future work, if changes to the handling of IoT devices in
BPMNE4IoT are necessary to include and aggregate reliability information. The following
research questions (RQs) must be explored to gain a deeper understanding.

RQ1: How can the appropriate abstraction level for a given IoT device be determined
when integrating into IoT-aware BPs?

In BPMNE4IoT, devices can be represented either as a single device or as a group of devices
or as a complex object with multiple types of devices. Defining error handling techniques is
influenced by the access to the device. Low-level access to IoT devices in IoT-aware BPs enables
more complex error handling by the process, however, this is not always desired [8]. Developing
metrics to determine the appropriate abstraction level on a process level should be pursued.

RQ2: Can monitoring on an IoT device level contribute to identifying error-prone
IoT devices across processes?
Monitoring IoT devices on a process level may provide domain experts with more detailed

insights into which situations specific IoT devices produce errors. Currently, IoT devices in
BPMNE4IoT are represented multiple times in the modeling stage (10 and 12 in 1), even though
they are the same physical device. Connecting data from different IoT-aware BPs by a shared
device pool may provide a better understanding of the reliability of specific IoT devices.

RQ3: Is the added complexity of IoT-related error handling over native BPMN 2.0
error handling techniques justifiable to enhance expressiveness?
Including IoT-related error handling in IoT-aware BPs could yield the benefit of a more

descriptive modeling stage. Based on RQ1, implementation-specific logic can be pushed to
the execution or device level by choosing a higher abstraction degree for the IoT device in the
modeling stage.
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RQ4: Which patterns for dealing with self-healing and recovery can be realized in a
framework like BPMNE4IoT?

Currently, failing IoT devices lead to a stuck or terminated BP. Patterns to include self-healing
capabilities, providing the ability to detect and compensate for IoT-related errors, are desired
in BPMNE4IoT. It should be investigated which techniques (e.g., MAPE-K feedback loops) for
dealing with self-healing can be incorporated into BPMNE4IoT.

RQ5: How can IoT device redundancies be integrated into IoT-aware BPs?
Especially in critical applications, redundant IoT devices are used to ensure the reliability

of the system, however, they come at a price (e.g., device cost, and complexity). It should
be investigated if IoT device redundancies should be incorporated on a BP level. Defining
redundancies, receiving detailed insights while monitoring, and refining processes based on
redundancy data linked to specific tasks could lead to an easier optimization of processes.
However, it is open for debate which of these abilities should be controllable on a process level,
especially due to redundancies being highly dependent on the context, software, and hardware.

4. Related Work

Several approaches have been proposed to include IoT-awareness into the BPM lifecycle [5, 9,
10, 2, 11, 12, 13]. uBPMN extends BPMN 2.0 by defining five task types, sensor task, reader task,
image task, audio task, and collector task, to represent incoming and outgoing data streams as
well as their respective context [14]. BPMNE4WSN specifically aligns with Wireless Sensor
Networks (WSNs) [15] by introducingWSN task, WSN pool, andWSN performance annotations.
BPMNE4CPS extends the BPMN 2.0 service task to provide dedicated support for web services,
embedded services, and cloud services [16]. While these approaches enable IoT-aware processes,
they do not specifically focus on robustness or reliability issues. Outside the BPM context,
work was conducted to investigate IoT robustness and reliability [17, 18, 19, 20]. [21] provides
a methodology for measuring task reliability by block reduction. For IoT-aware processes, [22]
and [23] investigated the reliability of the BPMN extension relyBPMN when associating human
and IoT-related information resource information for given tasks. [24] and [25] investigated
the use of self-adaptive processes in distributed workflows. By using a modified MAPE-K
feedback loop, known from self-driving frameworks to detect and compensate for errors in
distributed processes. Finally, [26] proposes an approach to fault management for distributed
sensor networks on the edge.

5. Conclusion

As discussed, robust and reliable IoT-aware processes should be pursued. As shown in two
scenarios, handling IoT-related errors not only increases availability and decreases cost, but also
increases safety by managing safety-related topics (e.g., redundancy). The paper introduced five
research questions to assess and improve the extent of error handling of IoT-aware business
processes in BPMNE4IoT. Existing approaches, like relyBPMN, do improve error handling in
IoT-aware BPs for specific scenarios, however, a holistic approach is still missing.
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Predictive Process Monitoring: An Implementation
and Comparison of Student Performance Prediction
Lisa Arnold1,*, Marius Breitmayer1 and Manfred Reichert1

1Institute of Databases and Information Systems, Ulm University, Germany

Abstract
Predictive monitoring can support students during the semester by motivating them if they are not
performing well enough in a lecture or exercise. Furthermore, supervisor can create additional exercise
sheets or can adapt their lectures and exercises to the needs (i.e. knowledge gaps) of the students. To
realise this, three different regression algorithms (i.e. Neuronal Networks, Decision Trees, and Random
Forest) are implemented to continuously predict further exercise points and the final grade during a
semester. These algorithms are trained and tested based on student points and grades from previous
semesters. A total of 17,136 predictions were determined, analysed, and compared. In several exercise
sheets, all algorithms achieve between 91% and 96% correct predictions with a variance of 10% (i.e. up
to 2.5 points). With 15% variance, 98.5% corrected results are possible. The prediction of grades with a
variance of 0.3 (i.e. one grade level) with the Decision Tree and the Random Forest only achieves 32% to
35% correctness.

Keywords
predictive process monitoring, predictions, machine learning algorithms, business processes

1. Introduction

Some students are overwhelmed by the number of lectures and exercises at the beginning of
their time at a university. Others underestimate the exams and do not invest enough effort and
performance in the exercises and learning during the semester. Predictive Process Monitoring
aims to predicting the results (e.g. grades) of a running and uncompleted business process
(e.g. lecture during a semester) [1]. To motivate students to prepare for the upcoming exams
during the semester, perform the exercises, and study the lecture material continuously we will
predict their grades and points of upcoming exercises based on the already gained exercise
points. Moreover, a supervisor of a lecture may provide additional exercises to support the
students, when the algorithm predicts worse grades. For this, the regression algorithms Neuronal
Networks, Decision Trees, and Random Forest are implemented and tested. To train and test
the algorithm a data set of 334 students (i.e. 266 for training and 68 for testing) including their
exercise points and grades is used. In total, 17,136 predictions are determined, evaluated, and
compared with each other.
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The remainder of this paper is structured as follows. Section 2 explains the basics of the
three machine learning algorithms. In Section 3 the initialisation and implementation of the
algorithms is presented. Section 4 evaluates the results of the prediction and compares them
with each other. Related work is discussed in Section 5 and Section 6 concludes the paper.

2. Background

In the context of this paper, the following three machine learning algorithms for the continuous
prediction of grades and exercise points for students during a semester are implemented. The
fundamentals of the three algorithms are explained in this section.

The Neuronal Network [2, 3] comprises a large number of artificial neurons and their
connections to each other. These are designed to mimic the function of the human brain. The
Neuronal Network exists of one input layer, at least one hidden layer, and one output layer. The
input layer provides the Neuronal Network with the necessary information (i.e. input data). The
input neurons process these input data and pass them to the next layer in a weighted manner.
The hidden layer receives the information form the input layer and forwards the information
from neuron to neuron to the output layer. The transport of information between two neutrons
of different layers is always weighted individually. The hidden layer is essentially a black box
and not visible for users. The output layer is directly connected to the last hidden layer. The
output neurons contain the resulting decision.

The Decision Tree [3, 4, 5] is a binary, hierarchical tree, in which each node has at most two
children with one root node at the top. The Decision Tree is built on the data training set. The
algorithm starts at the root node (i.e. at the top of the tree) and pass through the tree until a
leaf (i.e. node without own children) is reached. In each node a decision is made which children
node will be activated next. Decision trees can be categorised into classification trees, where
the target variable can assume a discrete set of values, or regression trees, which are based
on continuous values (i.e. real numbers). A node of a Decision Tree may consist of decision
rules, several parameters (e.g. maximum depth of the tree), and/or eventually result values. The
Decision Tree is individual for each data set. After executing the Decision Tree, the activated
leaf node contains the resulting decision.

The Random Forest [3] consists of many Decision Trees (there is no limit to the number of
Decision Trees). In general, the Random Forest defines an arbitrary number of Decision Trees
and connect them with an independent root node. For the final result each Decision Tree is
activated, and the individual results are aggregated (e.g. majority voting or averaging). Each of
the Decision Trees result in different outputs. In addition to the parameters of the individual
Decision Trees, the Random Forest requires further input variables (e.g. maximum number of
individual trees into the Random Forest).

3. Implementation

Data set: For the prediction, the exercise points, and grades of 334 students from Ulm University,
which are stored in the lecture ’databases’ from the years 2018 until 2021 are used. The data set
has been anonymised and does not contain any personal information. The maximum points
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for each exercise sheet are different over the semester and compared to the previous semesters.
To merge the data sheets a relative number is used in the form of percentage (i.e. 0-100%).
Furthermore, the official grades (x.0, x.3, x.7 for 𝑥 = {1, 2, 3} and 4.0) are possible. Students,
that failed the exam receive a 5.0 automatically. Some students have a grade bonus that may
falsify the results as students who receive this are automatically one grade level better (expect
for a 1.0 or a 5.0 for failing). To evaluate the results, the grade bonus will be subtracted from the
grades.

Data Adjustments: The original data set is adjusted to uniform data types. When students
failed or did not submitted an exercise sheet, different input variables (e.g. ’0’, NULL-Value ’-’, or
a blank field) are given for the same context at the data set. Regarding the regression algorithms
used, all non-numerical values are converted into equivalent numbers (i.e. real numbers), in
this case into ’0’. Additionally, students who had not submitted any exercise sheets, but had
nevertheless taken part in the exam were deleted from the data set.
Data Distribution: The data set is spit into training and test data set. With the training

data set the models (e.g. Neuronal Network or Decision Tree) are generated and with the test
data set the algorithms and its models are tested. In general, 80% of the data set is used for the
training and the remaining 20% for testing. For the distribution of the data set three different
methods are implemented and compared to avoid irregular distribution and avoid potential
discrepancies.

First method takes the first 80% of the data set for testing and the remaining for training. With
this method, the data set for training only consist of the students who took part in the year 2021.
To avoid differences between the years the second method randomly assigned 80% for training
and 20% for testing. The third method uses every 5th line for testing and the remaining for
training. With the latter, a repeatable and reproducible method in comparison to the randomised
method and a mixed distribution over the different years can be achieved.
Array Preparation: To develop the algorithms the feature (i.e. desired output) needs to

be extracted from the data arrays (i.e. training and test data). For the example of this paper,
exercise points from upcoming exercise sheets and the final grade will be predicted. The two
latter define the features of the given context. For the training phase, the training array as
well as the desired output (i.e. features) handed over to algorithm. For the subsequent testing,
only the test array without the features is passed to the respective algorithms. The resulting
predictions can then be compared to the actual values (i.e. the features).

3.1. Implementation of the Algorithm

The Neuronal Network uses the described input and feature arrays to predict their defined
results (e.g. exercise points or grades). The number of neurons in the input layer is manifested
in the variable input_shape and depends on the prediction (i.e. for the prediction of Exercise
Sheet 5, the variable input_shape is set to 4 based on four previous sheets). In the hidden layer,
the number of neurons is set to 200 and the activation function ELU is selected, as this function
achieved the best results. Due to the small data set, the number of epochs (i.e. the number of
passes through the training data set to train the network) is set to 900, which corresponds to
the best results in manual tests. In the output layer, the number of neurons is set to 1 and either
the exercise points or the grade may be predicted. To improve the manually tested Neuronal
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Network, the function GridSearch (i.e. results in best fit values over all combinations of given
parameters) and callback (i.e. stops the training when the best results have been achieved) is
used. Through this improvement, the number of epochs is increased to 5000. In total, 1512
combination are tested.

A Decision Tree requires several parameters to be initialised. In this example, the four
parameters criterion, which measures the quality of a split within the branches, max_depth,
which specifies the maximum depth of the Decision Tree, max_features, which specifies the
maximum number of features, and random_state for recovery a Decision Tree are selected
in order to test the resulting predictions (i.e. exercise points and grades). For the parameter
criterion, all four possible values (i.e. squared_error, friedman_mse, absolute_error, poisson)
are tested. The max_depth and max_features accept fixed values, and a selection of values
is tested. Random_state is used to achieve the same results when the algorithm is executed
multiple times with the same parameters. The input array (e.g. training_dataset) depends on
the feature (e.g. points of Exercise Sheet 4). To improve the manual tested combination of
parameters, additionally a GridSearch is implemented. For this, the described parameters
with its values are extended with the parameters splitter, which defines the rule to split at a
node, min_weight_fraction_leaf, which defines the total size of weights within the sample to
reach a leaf node, min_samples_leaf, which defines the minimum sample size (i.e. no further
splitting is allowed), and max_leaf_nodes, which defines the maximum number of leaf nodes. In
total, 1440 combination are tested.

Comparing the Random Forest with the Decision Tree they have the common parameters
max_depth, max_features, min_samples_leaf, and random_state, but with difference values for
each tree. In addition to them, the parameter n_estimators, which defines the maximum number
of individual trees within the forest is required for the implementation. To improve the Random
Forest again a GridSearch is implemented. For this, the described parameters are extended
with the parameters bootstrap and n_jobs. If the parameter of bootstrap is set to False, the
whole data set is used to train each tree, otherwise, the size for samples may be defined. The
parameter n_jobs defines the number of jobs (i.e. functions) that can run in parallel. In total,
1620 combination are tested.

4. Evaluation and Results

For the comparison of the predicted results, Actual Value describes the points or grade a
student received in the exercise sheet or exam. The parameter Prediction presents the results
determined from the algorithms. The parameter Variance defines different values of possible
deviations. First, no variance between the actual value and the prediction is acceptable (i.e.
the variance is 0% for the exercise points and 0.0 for the grades). Second, a variance of 10%
is acceptable for the exercise points and 0.4 for the grades and, third, 15% for the exercise
points or 0.7 for grades are acceptable. Moreover, on average, an exercise sheet has between
20 and 25 points. An acceptable variance of 10% results in a total variance between 2 and 2.5
points. In addition, the variance of 4% for exercise points is also compared in the evaluation,
which corresponds to a variance of one point per exercise sheet. The parameter Match, checks
whether the defined variance is within the scope (i.e. true) or not (i.e. false).
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4.1. Results

In total, the grades, and points of all 68 students are predicted for each sheet (i.e. Exercise Sheet
2 to 12) and their grade. In addition, these predictions are determined for each defined variance
and each algorithm. In total, 17,136 predictions are determined, evaluated, and compared. In
Tab. 1, the averages of correct answer (i.e. parameter match results in true) over each specified
variance and algorithm for all Exercise Sheets 2 to 12 are shown. The percentage results (RES
for short) of Tab. 1 are coloured in red for RES < 30%, orange for 30% ≤ RES < 50%, yellow
for 50% ≤ RES < 75.0%, light green for 75% ≤ RES < 90% and green RES ≤ 90%.

Table 1
The percentages of correct prediction for each exercise sheet and algorithm over the specified variances.

Exercise Neuronal Network Decision Tree Random Forest
Sheet 0% 4% 10% 15% 0% 4% 10% 15% 0% 4% 10% 15%

2 0.0 57.4 86.8 92.6 1.5 77.9 94.1 95.6 0.0 76.5 94.1 95.6
3 0.0 47.1 82.4 95.6 0.0 48.5 82.4 91.2 0.0 47.1 80.9 91.2
4 0.0 60.3 92.6 97.1 0.0 58.8 95.6 95.6 0.0 79.4 94.1 97.1
5 0.0 60.3 94.1 97.1 1.5 57.4 88.2 98.5 0.0 64.7 91.2 97.1
6 0.0 36.8 77.9 89.7 0.0 33.8 77.9 88.2 0.0 42.6 76.5 88.2
7 1.5 25.0 52.9 82.4 0.0 25.0 52.9 77.9 0.0 25.0 60.3 73.5
8 0.0 35.3 70.6 92.6 0.0 29.9 77.9 89.7 0.0 36.8 72.1 89.7
9 0.0 41.2 80.9 91.2 0.0 42.6 67.6 89.7 0.0 42.6 82.4 86.8
10 0.0 27.9 67.6 80.9 0.0 32.4 67.6 88.2 0.0 36.8 79.4 86.8
11 0.0 17.6 36.8 57.4 0.0 13.2 41.2 64.7 0.0 23.5 54.4 72.1
12 0.0 4.4 11.8 19.1 2.9 8.8 11.8 27.9 0.0 8.8 25.0 36.8

Predicting 0% variance is close to impossible in any algorithm. This is because the points of
the exercise sheets only allow whole or half points (i.e. x.0 or x.5). When transforming these
points (between 0 and 25) into percentages (0 and 100) more than half of the percentage values
are not addressed. In addition, the predictions allow decimal numbers with one decimal place.
To predict the exact value when the points are converted is almost impossible. Exercise Sheet 11
and 12 also predict the points in most of the cases wrong. Considering the distribution of points
across all sheets, it is remarkable that many students did not receive any points in the last two
sheet (i.e. 0 points). The reason for this could be that the last exercise sheets deal with content
that is no longer relevant to the exam or the students have completed their admission to the
exam (i.e. students have achieved a minimum number of points across all exercise sheets). The
Random Forest results the best predictions at 4% variance (i.e. variance of 1 point at the exercise
sheet), however, these results are between 25.0% and 79.4%. In general, Exercise 7 achieves the
worst results, while Exercise 4 achieves the best results. In Exercise Sheets 2 to 5, very positive
results are achieved across all algorithms for 10% and 15% variance. The algorithms differ only
minimally (i.e. up to 4.4%). In total, the best results are achieved by the Decision Tree with 98.5
correct predictions for 15% variance and 95.6% at 10%.

The predictions of the grades are capable of expansion. The Neuronal Network achieves only
29.4% with a variance of 0.3, and 48.5% with a variance of 0.7. The Decision Tree is slightly
better with 32.4% with a variance of 0.3, and 57.4% with a variance of 0.7. The Random Forest
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has a slightly better result than the Decision Tree with 35.3% with a variance of 0.3, and 61.8%
with a variance of 0.7. For a variance of 0.0 the Neuronal Network predicts the best results
with only 14.7% correctness (e.g. Decision Tree results in 10.3% and Random Forest results in
8.8%). There is no strict individual examination in the exercise sheets, i.e. students can help
each other, read the script again and have no time pressure during the editing the exercise sheet.
Additionally, the effort of learning directly before the exam is individual. All these factors are
not considered at the current implementation and may be the reason for the inaccurate results.

5. Related Work

In [6], the performance (i.e. excellent, good, poorly, or fail) for around 400 students from the
university of Bangladesh is predicted comparing eight different supervised algorithms (i.e. Sup-
port Vector Machines, Decision Tree, Multilayer Perceptron, Extra Tree, K-Nearest-Neighbour,
AdaBoost, Logistic Regression, and Weighted Voting Classifier). In total, the Weighted Voting
Classifier achieves the best results in predicting the performance category (i.e. excellent, good,
poorly, or fail) of each student with 81.73% correctness. In [7], Neuronal Networks are used
to predict the drop-out rates of students. The results are based on 2670 students at a Public
University in Ecuador. Thereby, the input layer of the Neuronal Network consists of 11 neurons
that are based on university factors (i.e. type of learning) and personal life decisions (e.g. preg-
nancy, born children and financial commitment). Two different kinds of Neuronal Networks
were tried out: Multi-layer perception with 98.6% correctness and radial basis function with
98.1% correctness.

6. Conclusions

This paper implements three different regression algorithms (i.e. Neuronal Networks, Decision
Trees, and Random Forest) to support and motivate students continuously during the semester
by predicting their grades depending on their current performance (i.e. exercise points). To
train and test the algorithms, a data set of 334 students with their exercise points and grades
from previous semesters are used. Different variances (i.e. 0%, 4%, 10%, and 15%) for exercise
points are tested and compared. With a variance of only 10% each algorithm may predict (for
some but not all exercise sheets) a correctness between 91% and 96%. Predicting the exact points
of upcoming exercise sheets (variance of 0%) none of the implemented algorithms works due
to the transformation of points into percentages (i.e. finer range of points). On top, only a
prediction of 35.3% with a variance of 0.3 and 61.8% with a variance of 0.7 using a Random
Forest is possible. The results of the other two algorithms are slightly worse. In future work, the
data set will be extended by collecting more data over the coming semesters. In addition, further
algorithm will be implemented and tested to predict the grades more accurate. Moreover, other
factors (i.e. learning type or financial commitment as student jobs) will be considered.
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Abstract
Researchers expect a clear and well-documented experiment from industry experience reports and
experimental research papers. All necessary configuration parameters, the source code, the experiment’s
machine configuration etc. should be documented in such a way that readers can interpret the results of
these publication in detail. If this is the case, an interested reader is capable of redoing the experiments
stated and verifying the results of others. This ability to properly interpret experiments and even
reproduce them is a cornerstone of good scientific practice.

The experience from reading papers and consulting secondary studies reveals a different picture.
A lot of papers are only partly interpretable since some information is missing. To understand the
state of reproducibility in computer science, we conducted a Structured Literature Review (SLR) about
reproducibility studies to list their motivations and challenges. These studies already tried to reproduce
other research.

Two outcomes are of particular interest. First, the Information Retrieval (IR) domain is the role
model w.r.t. reproducibility efforts. Most of the papers included in the SLR are from this domain. Second,
publishers and conference formats start to create incentives by awarding badges for papers. Before
the badges are awarded, the papers are checked for compliance with the rules of data submission and
experiment reproducibility set by the conference respectively the publisher.

Keywords
Reproducibility, Replicability, Repeatability, Experiment Documentation

1. Introduction

“Reproducible Research in all sciences is critical to the advancement of knowledge.
It is what enables a researcher to build upon, or refute, previous research

allowing the field to act as a collective of knowledge
rather than as tiny uncommunicated clusters” - [1, Cacho and Taghva p. 519].

This quote illustrates the importance of reproducibility of scientific work and describes an
ideal state to gain knowledge. Nevertheless, the reality does not reflect this ideal state. In
2016, a survey with 1,576 respondents was published in Nature [2]. 90% of them stated that
the scientific community in general is facing a reproducibility crisis. To understand this crisis,
this paper tries to shed some light into this complex topic and states the current situation for
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reproducibility and related terms within the computer science domain. It furthermore highlights
the efforts made towards publishing raw data and source code and shares some ideas on how to
improve the current situation.

According to the Association for ComputingMachinery (ACM) a measurement is reproducible
if it “can be obtainedwith stated precision by a different team using the samemeasurement procedure,
the same measuring system, under the same operating conditions, in the same or a different location
on multiple trials. For computational experiments, this means that an independent group can
obtain the same result using the author’s own artifacts” 1. Artifacts can be, for example, program
code or datasets. In addition to reproducibility, the ACM lists two further often used terms
at the mentioned website, namely repeatability and replicability. The following list briefly
distinguishes the terms from each other:

• reproducibility - different team, same experimental setup
• repeatability - same team, same experimental setup
• replicability - different team, different experimental setup

However, in research these terms are sometimes used interchangeably [3]. Reproducibility
and repeatability are even used the other way around [4]. There is also a standard called
Reproducibility Badging and Definitions published by the National Information Standards Orga-
nization (NISO) [5]. There, they define further nuances of the three introduced terms above.
Despite their depth, this standard being around for already three years is only referenced by
27 Google Scholar hits2 when searching for the title of this publication. For this paper, we
will stick to the ACM definitions introduced above due to their clarity and adaptation in the
community. Collberg and others expected computer science to be in a special role compared
to other disciplines: “reproducing the work published in a systems conference or journal should be
as simple as going to the authors’ website, downloading their code and data, typing ‘make,’ and
seeing if the results correspond to the published ones” [4, p. 1]. However, in a 30 minutes time
frame they were able to retrieve and build the source code of only 32.3% of the papers analyzed.
Other secondary studies, e.g. [6, 7, 8], confirm this issue. Only 3 out of 26 experiments are
reproducible based on an assessment within the early Function as a Service (FaaS) research
domain [6]. Another study concluded that a majority of 122 is not reproducible [7]. Couture
and others [8] revealed that only 26% of 315 data projects published raw data.

All these studies should be a wake-up call for the computer science domain to publish raw
data, source code and scripts. For without this background information a correct interpretation
of results is not always possible for others which prevents the correct evaluation of the merit
of a paper. This can be illustrated with an example from FaaS research: Two SLRs [9? ]
revealed papers reporting about unusual performance results when running a function on a
cloud provider. Properly interpreting the original results based on the provider documentation
showed that the measurements where due to a memory setting. It unintentionally assigned
more than one CPU to the function. Without enough details about the experimental setup, it
would not have been possible to falsify the misinterpretations of the original authors. As a
consequence, conference chairs and publishers should incentivise researchers to make their
experiments open to the public and enable others to reproduce experimental results.
1https://www.acm.org/publications/policies/artifact-review-and-badging-current
2Google Scholar search was performed on 19th of February 2024.
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Since we are interested in the current state of reproducibility studies, the objective of this
paper is not to conduct a further reproducibility study but to analyze the already published
studies by answering the following three research questions:

RQ1 What are publication trends for reproducibility studies in computer science?
RQ2 Why do authors try to reproduce the work of others?
RQ3 How successful are the reproducibility studies and which challenges do the authors

encounter?

RQ1 focuses on the number of studies and visible trends. The reasons for performing such
studies are questioned in RQ2. And the last question, RQ3, reveals success numbers on how
many studies were able to reproduce the original work. One caveat here could be a publication
bias, where reproducibility problems could be more likely to be published than success [10]. For
upcoming reproducibility studies, we also look at challenges the included publications faced to
share aggregated learnings.

The agenda of our paper is as follows: In Section 2, we shortly introduce the SLR methodology
and present some numbers and an overview of included papers. Results for our three research
questions are presented as subsections in Section 3. Section 4 concludes the paper with a short
summary and an outlook to future work.

2. Methodology

We conducted a SLR to understand the current state of reproducibility studies in the computer
science domain. A SLR is well suited for summarizing and synthesizing the current status on a
topic in a fair way [10]. For the search phase, ACM Digital Library, IEEE Digital Library, DBLP
and Google Scholar were used. While the first three libraries have a computer science focus,
Google Scholar was chosen as a more general search engine with a large corpus. Therefore, we
only used the first 50 entries at Google Scholar, sorted by relevance to get a manageable set of
literature as already done by other SLRs [11, 12, 13]. Figure 1 summarizes the search process.

ACM Digital Library

IEEE Digital Library

DBLP

Google Scholar

Initial Search 
(198)

Filtering
(38)

Merge and 
Deduplication

After Data
Extraction

Balancing 
the Domains

+

12

5

131

50 (limited)

5

3

16

14

20 19 9

Figure 1: The initial search of the SLR was conducted on 23rd of May 2023 to identify reproducibility
studies.

The search term required the phrase “reproducibility study” to be part of the title or abstract.
As the search engines differ in their search options, the exact search strings differ [14]. In total,
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198 entries were found in the initial search phase. The inclusion and exclusion criteria are based
on the research questions and were applied to title, abstract and conclusions [14]. In cases of
doubt, the full text was skimmed. The selection criteria were developed upfront and piloted on
some studies as recommended by Kitchenham and Charters [10]. Nevertheless, they evolved
over the process. The inclusion criteria were as follows:

• Reproducibility studies in the area of computer science, other disciplines were excluded
immediately.

• Publications in which an attempt is made to reproduce the findings of one or several prior
publications.

• Publications by universities, public research institutes or industry.
• In addition to peer-reviewed publications, also preprints.

The following exclusion criteria were used:

• Publications in which the authors do not use or do not mention a specific software
implementation.

• Publications that belong to the field of computational science rather than computer
science, i.e. that are more concerned with the application of computer science in fields
such as medicine.

• Publications in languages other than English (language is often used as an exclusion
criterion [15, 16, 10]).

All raw data for the SLR are archived at Zenodo [17]. Inclusion and exclusion decisions as
well as all other data related to the SLR can be found there. In case of exclusion, a reason is
stated. Although required by Kitchenham and Charters, the quality of the studies was not
assessed for every paper [10]. It is assumed that in particular search engines from ACM, IEEE
and DBLP have results with high quality. Otherwise, studies of questionable quality would have
been excluded during the data extraction phase.

After the merge and deduplication step, 20 results remained. During data extraction, one
paper turned out to be a replicability study and was thus excluded [18]. Within the remaining, 14
belonged to the information retrieval domain [19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32].
So as not to over-represent this field, out of these 14 papers the first four papers based on the
first author names [19, 20, 21, 22] were chosen as examples from this computer science domain
to discuss RQ2 and RQ3. Table 1 shows the remaining nine publications and the computer
science sub-field to which they belong.

3. Results

3.1. RQ1: Publication Facts and Trends

The most obvious fact in our SLR investigation is that the information retrieval domain is a role
model for reproducibility studies. 74% of our identified papers (14/19) are from this domain.
The implementation of different ranking and retrieval algorithms is inherent to this computer
science sub-field. For those an interpretation of results is only feasible by checking the raw data
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Table 1
Publications included in the SLR by computer science sub-field.

Title Ref Sub-Field

A Comparison between Term-Independence Retrieval Models for
Ad Hoc Retrieval

[22]

Information Retrieval
A Reproducibility Study of Question Retrieval for Clarifying Ques-
tions

[20]

Cross-Domain Retrieval in the Legal and Patent Domains: A Repro-
ducibility Study

[19]

Cyberbullying Detection in Social Networks Using Deep Learning
Based Models; A Reproducibility Study

[21]

A Thorough Reproducibility Study on Sentiment Classification:
Methodology, Experimental Setting, Results

[33] Natural Language
Processing

Reproducibility in Computational Linguistics: Is Source Code
Enough?

[34]

Examining the Reproducibility of Using Dynamic Loop Scheduling
Techniques in Scientific Applications

[35] Distributed Systems

IPAL: Breaking up Silos of Protocol-Dependent and Domain-Specific
Industrial Intrusion Detection Systems

[36] Security and Privacy

Machine Learning Based Invariant Generation: A Framework and
Reproducibility Study

[37] Software Verifica-
tion

and experiment details. The same holds true for another little cluster, namely Natural Language
Processing (NLP). Here, the research objectives are also highly dependent on input data and its
processing.
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Figure 2: Number of reproducibility papers by publication year.

When we searched for literature, we did not limit the publication year. Nevertheless, the
oldest paper in our set of filtered literature was published in 2016. Figure 2 shows the number
of publications by their publication year. The bar for 2023 is colored orange since the search
phase was conducted in May 2023, so further reproducibility studies might have been published
in the rest of 2023. The distribution of publications over time shows that the number of papers
which target reproducibility concerns has been rising over the last years.

Another facet of publication trends are the venues where papers get submitted and presented.
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The European Conference on Information Retrieval is the top venue for reproducibility studies. A
majority of the information retrieval papers were published there (9/14). One reason for this
high number of papers is a special reproducibility track with a dedicated call for papers3. This
shows that dedicated conference formats can support the reproducibility effort to bring experts
together in one place.

To summarize the insights forRQ1: Information retrieval is the top domain for reproduciblity
research due to the domain specific challenges and supported by dedicated conference tracks.
Reproducibility studies are a trending topic when looking at the rising publication numbers.

For answering the remaining research questions, we focus on the nine papers of Table 1.

3.2. RQ2: Reasons for Reproducibility

Five of the nine papers from Table 1, focus upon the reproducibility assessment [34, 20, 21, 35, 33].
In the other cases, the main contribution lies on other aspects but all publications included
implicit or explicit statements why the reproducibility study was conducted. The motivations
are summarized in the following list which answers RQ2, Why do authors try to reproduce the
work of others? :

• Creating awareness for reproducibility [34, 20, 21, 35, 33].
• The analyzed paper is important for the research domain but the artifacts of the original
study were not available [20].

• Starting point for own research [19, 21].
• Follow-up research after introducing a tool or framework to show that it works cor-
rectly [22, 37, 35, 36].

As an additional finding it could be shown that some studies mix terms and approaches.
As introduced, we distinguish based on the ACM terms reproducibility, repeatability and
replicability. Three of the publications analyzed in the SLR had a replicability study as an
additional part [19, 21, 36]. That is, the authors first conducted a reproducibility study and then
reused the setup for another dataset. There is a trade-off between an experimental setup as
close as possible to the original setup, a reasonable use of resources, and the re-usability for
other research questions. Nevertheless, the distinction is important since the motivation and
results are influenced by the combination of team members and experimental setup.

3.3. RQ3: Success Ratios and Challenges

The success ratios for the nine included papers reveal a mixed picture. Four studies were
successful, three were partly successful and two were not successful at all. The two biggest
challenges were missing artifacts and lack of documentation.

Studies were considered successful when the measured values were close to the originally
reported ones [21, 22, 33, 36]. For instance, Dadvar and others stated that “the majority of
the reproduced results were within the standard deviation of the reference results” [21, p. 6].
Nunzio and others report that they “have quite comparable results in terms of processing time”

3https://ecir2023.org/calls/reproducibility.html?v=3.8
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and the “final scores differ from the original values by almost 2 percentage points” [33, p. 34].
For three publications, partly successful in this context means that the authors investigated
several primary studies where some reproductions failed [34, 37, 35]. The two remaining studies
failed in their efforts [19, 20].

One challenge of the studies was the availability of artifacts like source code or raw data. For
three of the publications considered in this SLR the necessary artifacts were available [21, 22, 33]
and the reproducibility for these studies succeeded. Regarding the other six, only incomplete
artifacts were available.

Another big challenge was insufficient documentation of experimental setups. Nunzio and
others, for example, identified unclarities regarding the environment of the primary study. The
hardware was not sufficiently described in the original publication, especially concerning the
CPU and GPU as both could influence the execution time. In the original paper, there were
two contradictory statements about the used GPU model. Additionally, the original authors
trained one of their models in the cloud because they needed a more powerful environment. In
comparison, the authors of the reproducibility study needed the cloud environment for two
models which prevented the comparison of the training time for the additional model.

4. Conclusion

Reproducibility is a key requirement for science and has to be considered when starting a new
research project. In reproducibility studies, researchers other than the original authors use a
setup as close as possible and reasonable to reproduce and validate the work of others. Starting
from this, the objective of this paper was to give an overview about reproducibility studies in
computer science.

The publication trends showed that the information retrieval domain is a role model for other
domains, supporting its researchers with dedicated conference tracks. Based on the number of
publications per year, we saw that the reproducibility topic gains traction. Additionally, we
could confirm other meta studies that showed that a lack of raw data and artifacts as well as an
incomplete or missing documentation are the most serious challenges for good research.

For future work, we propose a follow-up study on reproducibility which should include
additional search engines and incorporate further SLR tasks like snowballing4. We also plan
to incorporate the feedback from reviewers to include the term “executable paper” which was
a hyped term around 2011 as an additional search term. In addition, we want to broaden our
scope by incorporating similar terms like “analysis” and “survey” paired with “reproducibility”,
“replicability” and “repeatability” to also include publications which use another term but target
“reproducibility studies” in the sense of this paper.

4Snowballing was already performed for this study and the raw results are already available at Zenodo. Due to time
and space constraints, these snowballed publications were not assessed but published for follow-up research.
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Abstract
The detection of attacks, especially persistent intrusions, relies on a combination of various artifacts.
Despite being manipulable, the user-agent string, a component of HTTP headers, has proven to be a tool
for triggering alerts, thereby enhancing detection capabilities. In this paper, we perform a review and
analysis of existing malicious user agent strings. We gather relevant data from different sources of threat
intelligence and present a dataset of user-agent strings associated with malicious activities gathered
from real incident reports. We also propose a categorization of existing user-agent string anomalies with
respect to their type (e.g., syntax) and their complexity degree.

Keywords
User-agent string (UAS), Advanced persistent threat (APT), Intrusion detection, Machine learning

1. Introduction

Intrusion detection is based on a multi-factor identification method that relies on multiple
indicators. One of these indicators can be the HTTP User-Agent String (UAS) component. The
initial function of the UAS is to allow the server to identify the request sender and disclose
technical information such as the operating system and browser version. However, the UAS
presents a considerable vulnerability in the web world because it is easily manipulated, making
it a tool used to carry out code injection attacks. Nevertheless, in the context of a private and
highly secure corporate network, the UAS can be used in addition to identifying the request
sender as one of the intrusion detection factors.

The Cybersecurity and Infrastructure Agency (CISA) released a report in 2022 [1] containing
recommendations that aim at helping organizations mitigating against advanced persistent
threats (APT). The report recommend checking for anomalies that may be observed in UAS.
These anomalies may directly affect the syntax of the UAS or may be related to other anomalies
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that can be detected by using multiple identification factors, such as multiple authentication
attempts with different UASs from the same IP addresses [1].

An anomaly may appear in several forms, and a malformed UAS can have multiple explana-
tions: indicate the use of a vulnerability scanning tool (T1595 - Active Scanning) [2, 3], or be the
sign of data exfiltration in the form of a legitimate string. It can also serve as a communication
channel between malware and a command and control server (command and control attack).
Communication via the application layer protocol is associated with several techniques used by
APT groups attempting to exploit vulnerabilities in the HTTP/HTTPS protocol [4].

Challenges. The UAS does not follow a general format. While RFC 7231 [5] defines a general
format for the presentation of the UAS many benign applications do not adhere to it [6]. This
variability in UAS representation makes it difficult to conceive universal classification rules
that remain effective over time. This situation presents significant challenges in differentiating
legitimate UAS from malicious ones, as both representations initially consist of sequences
of characters, numbers, and special characters. Another issue that arises when considering
automation is determining the impact of irregular and sometimes anomalous user-agent that
may not necessarily represent a threat which may increase the number of false alarms.

To the best of our knowledge, no dataset containing user-agent strings associated with
malicious activity and presenting a detection artifact has been published. In addition, all
existing studies concerning the detection of malicious traffic from user agents are mainly
based on analysis of the network traffic, due to the absence of a malicious user-agent set. We
summarize the key contributions of this paper as follows:(1) We introduce a dataset that consists
of a collection of 1063 malicious UASs, which is publicly available under a CC-BY 4.0 License
[7], (2) we perform a review and analysis of existing malicious UASs, and (3) we propose a
categorization of the different UAS anomalies.

2. Related Work

In this section, we will present a series of studies that have focused on the user-agent string.
Almost all of these studies aim to develop methods for distinguishing regular user-agent strings
from malicious ones. Their approaches focus on developing parsing methods to make this dis-
tinction. However, we have noticed that they use data that cannot be directly linked to malicious
traffic (a public database for this purpose does not exist, as far as we know). Furthermore, they
focus mainly on syntax errors and do not consider cases of rarity. This rarity can hide minimal
anomalies that are difficult to distinguish using a syntax parser, such as fake information, e.g.,
the pattern of the user-agent is correct, but the version of the browser used is fake. Zhang et al.
[6] examined the UASs in malicious traffic, specifically malware. The authors found that one
out of every eight instances of malware traffic contained suspicious user-agent in at least one
of their HTTP requests. Currently, user-agent are still being analyzed manually. However, the
analysis showed that there are multiple patterns that could be used to automatically classify
user-agent anomalies. They also propose an automated technique for extracting user-agent
anomalies and creating signatures for malware detection.

Kheir [8] applied a rule-based methodology using regular expressions for distinguishing
abnormal and normal user-agent based on the fact that user-agent have a general and fixed
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structure that enables their validation using regular expressions. The data used during this
research was collected over two months from real traffic and contained 150 billion user-agent.
Zhang et al. [6] stated that the causes of anomalies could be due to two factors, namely a
malfunction during the encoding decoding of the user-agent or a malicious activity.

Zhang et al. [9] used a method that combines several steps to classify user-agent: firstly, it
uses a parser based on a context-free grammar to classify them based on their representation, a
standard UAS, a non-standard representation for non-standard UAS, and finally, for unrecognized
representations. Then, the authors propose using an anomaly detection algorithm to separate
benign UAS from malicious ones. Their study compared the Context-Free Grammar (CFG) with
the User Agent parser based on regular expressions. They showed that the CFG is better suited
for analyzing user-agent traffic due to its ease of adaptation and simplicity of comprehension.

Nandakumar et al. [10] presented a novel method of parsing the user-agent strings based on
Multi-Headed Attention mechanism using transformer, the method is divided into two-step,
first parse the UAS to gather the information related to the device and software, then correlate
the extracted information with known related Common Vulnerabilities and Exposures (CVE).

3. Illustrative Incidents: Malicious User-Agent Case Studies

Cyber-attacks, especially those carried out for espionage purposes, are designed to persist
without being detected in the network. Performed by well-trained teams (APTs) using complex
methods and sometimes over several well-planned stages, these attacks are not necessarily easy
to analyze and sometimes difficult to determine their consequences at first glance. However,
every potential indicator of malicious activity on the network must be carefully analysed and
considered. These indicators, also known as network artifacts, can vary from an IP address, an
URI pattern or an UAS that has not previously been observed in a defined network environment,
or one that appears to be out of the ordinary [11]. In this section, we provide a concise overview
of some incident reports from cyber-attack campaigns, specifically focusing on cases where
the UAS field deviates from the norm. This divergence serves as a crucial factor in uncovering
potential threats within the network. We perform this review of real incident to be able to
analyse the type of anomalies that can be considered as artifacts of detection within the UAS
(cf. Subsection 3.2 ), and also to perform a categorization of them (cf. Subsection 4.2 ).

3.1. Real-life Incidents

Targeted Phishing Exploits Impacting Japanese and Taiwanese Organizations [12, 13].
APT groups have launched a mail fishing campaign with malicious word attachments targeting
governmental organizations, finance, media, and high-tech sectors in Japan and Taiwan. The
attack exploits a Microsoft Office EPS vulnerability CVE-2015-1701 [12], the exploit payload
releases a binary, that includes an embedded sample of the IRONHALO malware. IRONHALO
uses the HTTP protocol to fetch the payload from a command-and-control (C&C) server with
hard-coded settings and a specific Uniform Resource Locator (URL) path [13]. This malware
variant sends an HTTP request to a legitimate Japanese site with a malformed UAS with a
syntax error: missing space between the different components of the UAS as shown in Figure 1a.
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GET /syougyou/images/index.php HTTP/1.1
Accept: */*
User-Agent: Mozilla/4.0(compatible;MSIE 8.0;Windows NT 6.1)
Connection: Keep-Alive
Host: www.<redacted>[.]com
Cache-Control: no-cache

(a) IRONHALO HTTP GET request [13]

Registry Keys:
        HKLM\System\CurrentControlSet\Services\bmwappushservice
URLs:
        https//is-cdn.edge.g18.dyn.usr-e12-as.akamaitechnology[.Jcom/deploy/assets/css/main/style.min.css
        http://a17-h16.911.iad17.as.pht-external.c15.qoldenlines]. Jnet/deploy/assets/css/main/style.min.css
HTTP artifacts:
        “User-Agent : XXXXXXXXXXXXXXXXX/5.0 (Windows NT 6.1 WOW64; Trident/7.0; AS; rv:11.0) like Gecko"
        "Proxy-Authorization : Basic [Data]" ~ [Data] Will contain the TDTESS encrypted data to send

(b) CoppyKittens TDTESS indicators of compromise [14]
Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36 (KHTML, like
Gecko) Chrome/70

Mozilla/5.0 (Windows NT 10.0; Win64; x64) AppleWebKit/537.36 (KHTML, like
Gecko) Chrome/70.0.3538.110 Safari/537.36
Mozilla/5.0 (Windows NT 10.0; Win64; x64; rv:63.0) Gecko/20100101
Firefox/63.0
‘Mozilla/5.0 (Windows NT 6.1; Win64; x64) AppleWebKit/537.36 (KHTML, like
Gecko) Chrome/70.0.3538.110 Safari/537.36
‘Mozilla/5.0 (Macintosh; Intel Mac OS X 10_14_1) AppleWebKit/605.1.15
(KHTML, like Gecko) Version/12.0.1 Safari/605.1.15
Microsoft Office/14.0 (Windows NT 6.1; Microsoft Outlook 14.0.7162; Pro’
Microsoft Office/14.0 (Windows NT 6.1; Microsoft Outlook 14.0.7166; Pro)
Microsoft Office/14.0 (Windows NT 6.1; Microsoft Outlook 14.0.7143; Pro)’
Microsoft Office/15.0 (Windows NT 6.1; Microsoft Outlook 15.0.4605; Pro)

(c) Fancy Bear (APT28) user-agent strings [15]

Figure 1: Anomalies remarked on the UASs based on real incident related to APT Traffic

CopyKittens [14]. A cyber espionage group that mainly targets strategic organizations
such as governmental organizations (defense companies, research institutions, Ministry of
defense, and large IT companies), using self-developed tools that are not necessarily publicly
reported. The methods of attack are complex and varied. The report [14] describes the intrusion
methodology and also a set of used malware’s, for example, the TDTESS which is a 64-bit .
NET binary backdoor that communicates regularly with the command and control server, using
basic authentication to receive new instructions. The incident analysis report presents various
Indicators of compromise, among which is a malformed UAS [14], as shown in Figure 1b.

Russian GRU Conducting Global Brute Force Campaign to Compromise Enterprise
and Cloud Environments [15]. Between mid-2019 and 2021, the Russian General Staff Main
Intelligence Directorate (GRU) 85th Main Special Service Center (GTsSS), also known as Fancy
Bear or APT28, used the Kubernetes cluster to launch large-scale anonymous brute force access
attacks against government and private sector organizations, exploiting the CVE 2020-0688 and
CVE 2020-17144 vulnerabilities in Microsoft Exchange, they used several protocols including
HTTP. The campaign report publicly released by the NSA encompasses a detailed description of
the techniques and tactics used as well as mitigation and detection methods including IP address
lists and UASs, which "are crafted to appear consistent with those sent by legitimate client software.
Some of the UASs delivered in the authentication requests are incomplete or truncated versions of
legitimate UASs, offering the following unique detection opportunities [15]" (cf. Figure 1c) .
Bumblebee loader [16, 17]. A malware, employed in various campaigns by numerous

threat actors, uses the Windows Management Instrumentation (WMI) framework to extract
system details. Then, it establishes a connection with the C&C server at intervals of 25 seconds
to receive commands to be execued. Logpoint [16] proposes two detection techniques within
the proxy log files. Malware detection in the proxy log might be done either using the user
agent and/or the URI. Hence, any existence of a user agent that matches the string bumblebee is
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a strong sign of the persistence of this malware. Other versions of the malware uses different
evasion techniques and might change the UAS. An undefined UAS with the same number of
digits should also be suspicious and might refer to the persistence of bumblebee [16, 17].

LYCEUMmiddle east campaign [18]. An APT group that targets organizations in strategic
sectors, including oil and gas. Campaigns were reported in South Africa in 2018 and in the
Middle East in 2019. The group primarily uses password-sparing or brute-force attacks to
gain access to an organization to obtain credentials. Then, using compromised accounts, they
send spearphishing emails containing malicious attached Excel files containing the Danbot
malware. Danbot malware is a first-stage access trojan (RAT) that uses DNS and the HTTP
protocol for communication. The Danbot HTTP request contains two anomalies: An ampersand
(&) after operating system values in the UAS (Mozilla/5.0 (Windows NT 10.0;
&) Gecko/20100101 Firefox/64.0), and a misspelling of ’Encoding’ in the accept-
encoding header [18].

Quasar: Open-Source Remote Administration Tool [19]. Is a RAT open source used for
Windows Operating systems, hosted publicly on GitHub, specially dedicated for being used for
legitimate purposes. In addition, various APT threat groups are using Quasar to conduct cyber
espionage campaigns. Quasar enables remote control, keylogging, file transfer and enables the
user to collect information about the host system. During the client connection’s setup, the
client tries to determine its geolocation, including its Wide Area Network (WAN) IP address.
This is achieved by sending an HTTP GET request to the Uniform Resource Locator (URL)
ip-api[.]com/json/ with the following User-Agent string: Mozilla/5.0 (Windows
NT 6.3; rv:48.0) Gecko/20100101 Firefox/48.0. "This User-Agent string
mimics a Mozilla Firefox 48 browser running on Windows 8.1. This User-Agent string would likely
stand out as unique in a corporate network environment, and its presence could be a high-confidence
indication of Quasar activity" as stated by the Cybersecurity and Agency [19].

3.2. Analysis of the Incidents

By analyzing the various real incidents presented in the previous section, we note that the
irregularities in the HTTP traffic (in our case, UASs), represents especially syntax errors or
rarity of occurrence, represent a serious sign of a potential threat.

Indeed, UAS patterns vary significantly and do not necessarily follow a general structure
that could be generalized to all device types (software, hardware). However, some syntax
anomalies could represent a "red flag" and should be carefully examined. These syntax errors
vary from grave errors, where the user-agent does not match any pattern of a correct UAS, to
non-defined strings, as in the case of Bumblebee, or the TeamTNt group, where they use the UAS
field to execute an injection code operation curl –referer $REFERER –user-agent
TNTcurl $CURLPARA $GETFROM -o $PUTITTO [20]. Another example of using the
UAS as a tool of code injection is the recent exploit of the Log4j vulnerability by the APT35 [21].
In addition we mention also syntax errors such as misspellings, absences, or even the existence
of strings that should not exist in the correct UAS (as in the cases of CopyKittens and LYCEUM).

Another category of anomalies concerns not the syntax of the UAS, where it may be completely
accurate, but the existence of a rare UAS, that can be suspicious especially in corporate networks.
The detection of such anomalies depends on the analysis of the overall traffic, whereas a simple
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analysis of the syntax would not allow the detection, as in the case of Quasar malware and
Fancy Bear (APT28). A rule-based detection method based on syntax would not be useful
for the detection of fake UASs. The latter may take the form of a syntactically correct UAS.
However, with a fake browser version, for example, the Metamorfo [22] malware uses a UAS
with Mozilla/3. 0, the existence of such a version 3.0 must be suspicious.

4. Dataset Construction

In this section we present the construction process of our dataset of UASs associated with
malicious traffic, focusing on attacks related to APTs. An essential part of building this dataset
is categorizing anomalies in UASs.

4.1. Data Sources and Data Collection

For creating the dataset, we relied on different sources. Firstly, security reports on real incidents
(cf. Subsection 3.1) which are collected by reputable organizations such as MITRE ATT@CK
[23] and the Cybersecurity and Infrastructure Security Agency (CISA) [24]. These reports
permit valuable insights into the latest cyber threats, offering detailed information on tactics,
techniques, and procedures (TTPs) employed by malicious actors. The second source of our
data consisted of contributions published by security professionals and experts in security blogs
and community forums, for example, Microsoft [25] and Cisco Talos [26]. Subsequently, the
UASs identified as artifacts of malicious activity were obtained from the Sigma open-source
rules. These entries are regularly identified and logged as part of blacklists 1. In addition, the
dataset includes data gathered from the open-source project Apache Bad Bot Blocker 2.

4.2. User-Agent String Anomaly Categorization

Our categorization encompasses a wide range of anomalies observed in UASs, based on analyzing
anomalies related to real-life incidents, we define the following two main categories.

4.2.1. The type of anomalies

The anomaly type, can be used as a detection hint and for this we define three different cases:
Syntax errors. These are the syntax anomalies that can be distinctive in a user-agent, for

example, the missing space in the case of IRONHALO or the existence of an invalid string part, as
is the case with CopyKittens [14] (XXXXXXXXXXXXXXXX/5.0 instead of Mozilla/5.0).
In this case, the UAS has a correct pattern (format) but contains syntax errors.

Unknown string. In this category, we will classify all UASs that do not contain any pattern
or part of a pattern of a correct UAS. These UASs are a collection of random strings (characters,
digit or special characters) and may contain the name of the malware itself or any other string
like the bumblebee for example.

1Sigma - Generic Signature Format for SIEM Systems:https://github.com/SigmaHQ/sigma#
sigma---generic-signature-format-for-siem-systems

2Apache ultimate bad bot blocker https://github.com/mitchellkrogza/apache-ultimate-bad-bot-blocker/tree/master
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Other. This category contains UASs without syntax anomaly, but are associated with a
malware, APTs, or other malicious activities. Intrusion detection from these user agents may be
due to their rarity in the traffic. They may stand out as anomalous in network traffic because of
their rarity, or simply because their signatures should not exist in the specific network traffic.

4.2.2. The anomaly complexity degree

The second classification criterion distinguishes between high anomalies and low anomalies.
This criterion is designed to evaluate the expected ability of a machine learning model to detect
anomalous UASs at two levels of difficulty: the detection of a user-agent that differs totally
syntactically from a normal pattern, and between the detection of a simple syntax anomaly.
The two categories are defined as follows:

Low anomaly. Low anomaly formats represent user agent strings with minor or subtle
deviations from normal (standard) formats. These may be a small syntax error, missing compo-
nents, or the presence of unknown elements in an otherwise normal structure, as in the case of
IRONHALO, where the anomaly is a missing space. In this category, we also include the UASs
previously classified as Other.

High anomaly. Formats or patterns involving irregular, unusual, or entirely new structures
in user agent strings that deviate significantly from regular formats. These anomalies can include
random unknown strings, special characters, or unique identifiers with no correspondence with
known, legitimate user agents, like the example of the bumblebee, where the string bumblebee
do not represent a legitimate (or a part of) UAS. Another example is: sample (unknown
version) CFNetwork/596.5 Darwin/12.5.0 (x86_64) (iMac8%2C1) [27], which includes
many syntax errors and deviates systematically from a normal UAS. This UAS exhibits several
anomalous characteristics, including elements like sample (unknown version). Additionally,
the presence of the identifier (iMac8%2C1) does not correspond to known UAS or a part of a
legitimate UAS and the percentage sign is not typically part of a standard UAS.

5. Dataset Description and Usage

Description. During data collection, we systematically inspect malicious UASs and collect
additional information: The type of anomaly, the degree of complexity, the APT associated with
the malicious UAS, if the information is available, the sources (e.g., citations of the resources from
where the UAS was gathered), and the string pattern that distinguishes between two cases: if
the abnormal UAS matches the entire string (match_string) or if it involves a regular expression
(regx). The Regular expression describes a string part that might be included in a syntactically
correct UAS but might be a sign of malicious activities. The data is provided in a CSV format,
each row represents a UAS with corresponding information. Table 1 depicts an example of the
dataset structure and Table 2 shows the distribution of the malicious UASs per category.
Usage. The dataset contains two types of UAS entries that must be treated differently:

match_string, which represents malicious UASs that can be used directly, and regx, which
presents only string parts which must be applied to correct UASs to generate malicious ones,
these regular expressions define the potential location of these parts within a correct UAS. In
addition to the set of malicious UASs (abnormal), we provide a set of 1000 of the most frequently
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UAS Anomaly Type Anomaly Complexity Related Apt Ressources String Pattern

UAS-1 syntax error low APT34 URL of document/online resources match_string

Table 1
Description of the dataset structure

Type of anomaly

Complexity degree Unknown string Syntax errors Other

High anomaly 738 77 -
Low anomaly - 34 214

Table 2
Distribution of the collected malicious UASs per category

seen user agents during November 2023, parsed by the Whatismybrowser API parser 3. These
1000 entries will be considered as a reference for normal user agents, containing no syntax
anomalies. This allows using the dataset to train/test machine learning models on the detection
of malicious UASs. We performed a similarity check between the two sets (normal and abnormal),
and we noticed that there are eight common entries. An example entry is the malicious UAS
representing the pattern used by the Google’s bot crawler Mozilla/5.0 (compatible;
Googlebot/2.1; +http://www.google.com/bot.html), normally legitimately
used for indexing purposes. The explanation for this finding is the fact that some malwares use
complicated evasion techniques and they might use the most common and widely used UAS
patterns. Moreover, some malwares mimics the UAS of the system on which it is installed to
blend into the network traffic and avoid to be detected, as in the case of the FatDuke malware
used by APT29, also known as Cozy Bear [28]. Such UASs fall under the category Other, where
the UAS does not exhibit any syntax errors. However, the detection artifacts might be due to
their rarity of existence within a traffic of legitimate UASs. Another example is the Quasar
malware that uses a legitimate UAS that mimics a Mozilla Firefox 48 browser running on Windows
8.1, which could be suspicious, especially in corporate networks [19].

6. Conclusion and Future Work

This study highlights the significant role of the UAS as an indicator of attack detection, and
especially persistent intrusions. We present a dataset of 1063 UAS associated with malicious
activities, the majority of which were collected manually from real incident reports. These
UASs exhibit anomalies in syntax or other aspects, providing a basis for detecting persistent
activities within network traffic. As future work, we plan to further extend the dataset and use
it as training and test set to evaluate different machine learning models on their capabilities to
automatically detect anomalies related to UASs.

3Whatismybrowser https://www.whatismybrowser.com/
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